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Executive Summary 

Work package 2 (WP2) aimed to identify, collect, and evaluate information not usually considered for 
assessment and management. Deliverable 2.4 (D2.4) contains a list of protocols that describe the final 
implementation of the novel data into models within each case study (CS). Each of these protocols is 
written in a similar way as a "Material and Methods" section in a paper. D2.4 is structured as follows 
for each CS: first a summary of general CS aims, models implemented and novel data explored. This 
summary ends with an explanation about why this data is considered novel and the definition of the 
protocols developed in this CS. The number of protocols in each CS ranges between one and three. In 
some CSs different novel data types were considered but all of them were implemented in the same 
model. In these cases, only one protocol was written. When more than one model was considered the 
protocol number equals the number of models. The exception was the Chatham Rise CS, where two 
different models (EwE and Atlantis) implemented the same novel data types and all were reported in 
a unique protocol; and SWW-Iberian Peninsula CS were different novel data types were implemented 
in GADGET although for each data type the GADGET model was different and 3 protocols were 
presented. The model implementation describes how the data is influencing the model structure, i.e. 
whether is used to test the validity of assumptions or used to fit parameters; followed by a description 
of the ecosystem process and how it is related with the novel data. The focus of this section is on the 
novel data and related processes avoiding extending it to a full model description already presented 
in other deliverables in WP4 and WP5. A total of 16 different protocols were written. These protocols 
can be useful to the scientific community to implement similar data in ecosystem models. After the 
implementation of novel information into assessment models, the utility of this information will be 
evaluated in a critical report (D2.5). This report will be a synthesis of all the work in WP2 and it will 
consider the usefulness of each information type in improving the ecosystem models, 
recommendations to improve future data collection, etc.  
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List of protocols that describe the final implementation of the novel 
data into models within each case study: 

A. Baltic Sea 
The Baltic case study implements ecosystem models able to characterize key species interactions and 
food-web functioning and fisheries effect within the Baltic Sea. Through increased realism of the 
models proposed the case study investigates the direct and ecosystem-mediated effects of a trade-off 
between the different fisheries which operate in the Baltic. This model development will contribute to 
the implementation of an integrated ecosystem assessment and to the development of a regional 
ecosystem-based management of the Baltic Sea. 

In the Baltic CS three models were used: Gadget (Globally applicable Area Disaggregated General 
Ecosystem Toolbox), Ecopath with Ecosim (EwE), and Multispecies stock-production model (MSPM). 
The Gadget implementation in the Baltic is a multispecies and multifleet model. Trophic interactions 
are represented by cod feeding on both herring and sprat. The implement is an age-size based model 
structured in quarterly time steps from 1974 to 2013. EwE model of the open Baltic Proper is a further 
development of the model described by Niiranen et al. (2013) and Tomczak et al. (2012). In contrast 
to the above mentioned model, it is parameterised according to post-regime shift conditions. The 
functional groups included represent the most important groups in the offshore central Baltic Sea, 
including charismatic species such as grey seals and offshore fish-feeding birds, the four commercially 
most important fish species, the benthic part of the food web, 4 zooplankton groups and one 
phytoplankton group. The model includes fishing on all four fish species and environmental effects on 
their reproduction and on trophic interactions among various groups. The MSPM (Horbowy, 2005) is 
a multispecies simplification of the age-structured multispecies model of Andersen and Ursin (1977). 
The model was applied to simulate stock dynamics and species interactions of cod, herring, and sprat 
in the Baltic from 1982 to 2014. It considers the trophic interactions among these species (cod, herring 
and sprat) and the environmental impact on growth. A complete model description for the 3 models 
can be found in D5.3. 

All models are applied using novel information (data) made available and compiled within MareFrame. 
The novel information applied in Baltic CS includes: stomach contents data, zooplankton data, age-
length data from survey, fishing effort data, and the dependence of cod and herring growth on 
environmental factors: functional relationship. The stomach contents data is a rich and novel dataset 
which for the first time could inform on the spatial and temporal dynamics of trophic interactions 
between cod and its preys in the Baltic. The use of effort data from logbooks represents a novelty 
within a multispecies model for the Baltic allowing Gadget to estimate the catch or determining fishing 
mortality rates in EwE. Herring and sprat age-length data, traditionally not used in the assessment of 
the Baltic Sea fish stocks, are novelty used to inform GADGET in the estimation of growth. The inclusion 
of cod and herring growth as functionally dependent on area of hypoxic waters (cod) and water salinity 
(herring) represents novel information in the MSPM 

The novel information used is specific for the model applied, however, the stomach contents data are 
used in all three models, and fishing effort data are used in two models. Novel information includes 
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both new data and new functional relationships applied in the models. The implementation of this 
data in the 3 different models are presented here as 3 different protocols, one for each model. 

Protocol A.1. Implementation of cod stomach data, fishing effort data and 
age-length survey data in GADGET. 
 
Stomach data 
Information on cod diet is available from a number of different sources and time periods. The dataset 
includes >107,000 cod stomachs collected in a number of different national and international projects 
which involved several countries around the Baltic. Historical stomach data collected by Latvia 
spanning from 1977-1993 have been previously compiled and represent the core dataset currently 
used for multispecies assessment in the Baltic (ICES 2013). In recent years, cod stomach data have 
been routinely collected during the Baltic International Trawl Survey (BITS) which also provides main 
information on the abundance and age-length structure of cod in the Baltic. In addition, stomach data 
collected in 2012-2014 under the new stomach sampling program (EU program Mare/2012/02) was 
harmonized and included. Prey sizes were mainly recorded by 5 cm groups for the period 1977–1981. 
Data are compiled by 1 cm length groups for sprat and 2 cm length groups for herring. 

Cod stomach data are used in the estimate overall cod consumption based on bio-energetic models 
and implement trophic interaction between cod, herring and sprat in a Gadget model. Within Gadget 
stomach data are used to compare the proportion of herring and sprat in the cod diet and the size 
distribution of these two prey species in the stomachs of cod of different size. 

Stomach data stored into mfdb (https://github.com/mareframe/mfdb) are retrieved using the 
function 'mfdb_stomach_presenceratio' for the time period 1974-2013 and entire eastern Baltic cod 
distribution at a quarterly aggregation. Prey is aggregated over 1 cm length intervals in the range 4-30 
cm for the follow cod length groups: 20-40 cm, 40-60 cm, 60-80 cm, 80-100 cm. 

The 'StomachContent' likelihood component is used to compare consumption data sampled from the 
model with these stomach content data. The likelihood score that is calculated for this component 
provides some measure of how well the observed stomach content data are represented within the 
model. A simple ratio function is used in Gadget to compare the ratio of the consumption of herring 
and sprat in the model for each combination of predator-prey length groups with the same ratio from 
the data (see Gadget user's guide for more details): 

 

𝑙𝑙 = � � � (𝑃𝑃𝑡𝑡𝑝𝑝𝑝𝑝 − 𝜋𝜋𝑡𝑡𝑝𝑝𝑝𝑝)2
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝

 

 
where P is the ratio of the stomach content data for that time/predator/prey combination and π is the 
ration of the modeled consumption for that time/predator/prey combination. 
 
Fishing effort data 
One component of the collected data relevant to food web modelling of the Baltic Sea describes fishing 
effort in units of hours of the vessels in the Community Fishing Fleet Register. At present this data is 
available for the years 2003-2014, disaggregated at the level of ICES statistical rectangles, and covering 
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the entire Baltic Sea (ICES subdivisions 22-32). Fishing effort data are available for the main fleets 
catching cod, herring and sprat in the Baltic Sea. In the current implementation quarterly fishing effort 
is used only to implement the cod fisheries. Fisheries catch of cod is treated differently in the historical 
and more recent period in the Gadget model. For the period 1974-2003 the harvested catch biomass 
is assumed without error and removed from the model (i.e., 'totalfleet' type). For the most recent 
period (2004-2013) catch amount is treated as a likelihood component which means that deviations 
around the observed catches are allowed and fishing effort information is used (i.e., 'Linearfleet' type). 
The use of effort data certainly represents a novelty within a multispecies model for the Baltic. In this 
kind of implementation Gadget estimates the catch amount based on the effort, the available biomass 
accounting for the selectivity of the fishery and a scaling factor which links to the catchability as 
follows: 
 

𝐶𝐶(𝑙𝑙) = 𝐸𝐸∆𝑡𝑡𝑡𝑡(𝑙𝑙)𝑁𝑁𝑙𝑙𝑊𝑊𝑙𝑙  
 
where: 
<E> is the scaling factor for the stock 
<Δt> is the quarter 
<N> is the number of fish in the length cell 
<W> is the mean fish weight in the length cell 
<S> is the selectivity of the fishery for the stock (suitability in Gadget terminology) 
 
The catch biomass of cod by quarter and separately for active and passive gears is the likelihood data 
component used by Gadget and compared with the modelled catches estimated above. A sum of 
squares function is used to calculate this likelihood component as follows: 
 

𝑙𝑙 = � � �log�𝑁𝑁𝑡𝑡𝑡𝑡 + 𝜖𝜖� − log�𝑣𝑣𝑡𝑡𝑡𝑡 + 𝜖𝜖��2

𝑡𝑡𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝

 

 
where N is the catch biomass for that time/fleet combination and v is the modelled catch biomass for 
that time/fleet combination 
 
Age-Length survey data 
Gadget can be considered a full age-length model. For this reason, it is suitable to deal with both age 
and length related dataset. However, several processes are implemented on length in Gadget and they 
include selectivity and maturation. Moreover, proper estimation of the growth model parameters also 
requires a certain number of length-related information which is traditionally not used in the 
assessment of the Baltic Sea fish stocks. 

A number of issues, mostly related to the growth of the eastern Baltic cod has prevented in the last 
few years from having an accepted analytical assessment of this stock (ICES 2014). This has stimulated 
an intense activity of research on the stock and engagement from the Baltic countries to retrieve 
commercial length data on this stock and try length-based assessment methods. For this reason, 
although the use of commercial length data on Baltic cod is not part of the dataset used by other 
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multispecies model for the Baltic, commercial length data on cod are intensively used within the Baltic 
assessment working group (WGBFAS) and are not considered here strictly as novel information. 

Differently from cod, length information from both commercial and scientific surveys on sprat and 
herring have not been used at all as explicit input for the assessment of these two stocks. An element 
of novelty in our Gadget model consists in the use of age-length keys from the BIAS survey to inform 
the estimation of parameters of the von Bertalanffy growth model. Number of sprat and herring by 
age and length (at 1-cm length interval) is calculated for each year of the BIAS using biological samples 
collected in the pelagic trawl hauls associated with the acoustic survey. Input data is compiled from 
mfdb (https://github.com/mareframe/mfdb) so that the contribution of the number of fish for each 
age-length combination at the ICES rectangle level is weighted by the corresponding acoustic index of 
abundance. A sum of square likelihood function is used to compare the age-length distribution of the 
model with the age-length distribution of this dataset as: 

 

𝑙𝑙 = � � � (𝑃𝑃𝑡𝑡𝑝𝑝𝑙𝑙 − 𝜋𝜋𝑡𝑡𝑝𝑝𝑙𝑙)2
𝑙𝑙𝑝𝑝𝑙𝑙𝑙𝑙𝑡𝑡ℎ𝑝𝑝𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝

 

 
where: 
<P> is the proportion of the data sample for that time/age/length combination 
<π> is the proportion of the model sample for that time/age/length combination 
 

Protocol A.2 Implementation of cod stomach data, zooplankton data and 
effort data in Ecopath with Ecosim (EwE) model 
 

Cod stomach data 

The data is the same than those presented for the protocol A.1., although the elaboration for model 
implementation is quite different. Cod stomach data is used to parameterise diet composition of adult 
(>=33 cm) and juvenile (<33 cm) cod in the reference year, 2004, in the Ecopath model. 

Stomach data stored in the MareFrame database (https://github.com/mareframe/mfdb) was 
extracted using the query functions mfdb_stomach_preymeanweight and 
mfdb_stomach_preymeanlength. We used the following procedure to calculate diet composition of 
cod stanzas from the data: We took the mean weight of each species of prey in all stomach samples 
from >=33 cm and <33 cm fish for adult and juvenile cod, resp., in SD 25-26, years 2003-2005. Mean 
weights of individual prey species were added up to correspond to functional groups in Ecopath. 
Weights from species that are not included in the Ecopath model (e.g. eelpout, sand goby, three-spined 
stickleback) were added to the ‘import’ diet part. Weights were then turned into diet fractions (DCij 
expressing fraction of a prey group i in the diet of predator j in wet weight). Juvenile and adult herring 
and sprat in diet were separated based on their observed length distribution in the cod stomachs, 
whereby adult herring was defined as >=13 cm, and adult sprat >=11 cm.  
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In Ecopath DCij values together with the biomass (Bj) and consumption per biomass (�𝑄𝑄
𝐵𝐵
�
𝑗𝑗
) values of 

predator j (here adult or juvenile cod), are used to calculate Qij, the absolute amount of prey i 
consumed by predator j in the Ecopath model:  

𝑄𝑄𝑡𝑡𝑗𝑗 = 𝐵𝐵𝑗𝑗 ∙ �
𝑄𝑄
𝐵𝐵
�
𝑗𝑗
∙ 𝐷𝐷𝐶𝐶𝑡𝑡𝑗𝑗 

According to the mass balance requirement of Ecopath, total biomass removals from each group 
(including its total consumption by all of its predators) cannot exceed the group’s production: 

𝑃𝑃𝑡𝑡 = 𝑌𝑌𝑡𝑡 + 𝐸𝐸 + 𝐵𝐵𝐵𝐵 + �𝑄𝑄𝑡𝑡𝑗𝑗∗
𝑙𝑙

𝑗𝑗=1

+ 𝑃𝑃𝑡𝑡 ∙ (1 − 𝐸𝐸𝐸𝐸𝑡𝑡) 

where P i is produced biomass, and Yi is the yield (catch in biomass), Ei is net emigration (emigration – 
imigration, in units of biomass) and BAi is biomass accumulation of group i. EEi ϵ [0,1] is group i’s 
ecotrophic efficiency and 1-EEi is the fraction of its production assumed to be dying from causes other 
than predation (“other mortality”), which constitutes a biomass flow to the detritus. 

Besides being a component of the Ecopath model, Qij is used to calculate several parameters of the 
dynamic Ecosim model. One of these is the effective search rate 𝑎𝑎𝑡𝑡𝑗𝑗0 = 𝑄𝑄𝑡𝑡𝑗𝑗∗ 𝐵𝐵𝑡𝑡∗𝐵𝐵𝑗𝑗∗�  , calculated from 
Ecopath values (indicated by * superscript) in the first time step, and subsequently recalculated in 
every time step as 𝑎𝑎𝑡𝑡𝑗𝑗𝑡𝑡 =  𝑎𝑎𝑡𝑡𝑗𝑗0 ∙  𝑇𝑇𝑗𝑗 ∙ 𝑡𝑡𝑡𝑡𝑗𝑗𝑡𝑡, where Tj is the relative feeding time of predator j and Sijt 
represents the effects of environmental forcing variables, such as hypoxia, on the predator-prey 

interaction. The other is vulnerability exchange rate 𝑣𝑣𝑡𝑡𝑗𝑗 =  𝑘𝑘𝑡𝑡𝑗𝑗 ∙  
𝑄𝑄𝑖𝑖𝑖𝑖
∗

𝐵𝐵𝑖𝑖
∗ , where kij is the user-defined 

vulnerability multiplier kij ϵ [1, ∞]. These are used to calculate vulnerable prey biomass at time t (Vit) 
as  

𝑉𝑉𝑡𝑡𝑡𝑡 =  
𝑣𝑣𝑡𝑡𝑗𝑗 ∙  𝐵𝐵𝑡𝑡𝑡𝑡 ∙ 𝑇𝑇𝑡𝑡

2𝑣𝑣𝑡𝑡 + 𝑎𝑎𝑡𝑡𝑗𝑗𝑡𝑡 ∙ 𝐵𝐵𝑗𝑗𝑡𝑡
 

which is used to calculate time variable Qijt in Ecosim as  

𝑄𝑄𝑡𝑡𝑗𝑗𝑡𝑡 =  𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖∙𝐵𝐵𝑖𝑖𝑖𝑖∙𝑉𝑉𝑖𝑖𝑖𝑖. 

 

Zooplankton data 

Mesozooplankton is a key element in marine food web. In the southern Baltic Sea conditions, it is 
extremely vulnerable to environmental forcing. Observed changes in temperature and salinity have an 
impact on zooplankton community structure. Recently recovered data are the Polish contribution to 
the HELCOM COMBINE Program. The longest data series (since 1979) were collected at deepwater 
stations whereas those taken at more coastal ones started within the last twenty years. In most of the 
cases, samples were taken 5 times per year using the WP-2 net. Profound changes in zooplankton 
community were recorded at the deep water stations of the southern Baltic Sea. This is mostly caused 
by a decrease in abundance of Pseudocalanus copepods. Pseudocalanus is correlated with salinity and, 
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thus, positively responding to each of the inflows from the North Sea. Presented data was applied for 
the EwE modelling of the Baltic Proper. This data provides additional and more reliable info on food 
web structure and seasonal dynamics at the regional scale. 

The zooplankton monitoring data is used as a reference time series (2004-2014) for fitting vulnerability 
multipliers (kij) which are used to calculate vulnerability exchange rates in the Ecosim model. The data 
format needed for this is a yearly time series of biomass densities of the functional groups: Acartia sp., 
Temora sp., Pseudocalanus sp. and other zooplankton species. During the fitting procedure, the 
relative change of biomass densities of the above mentioned groups in the reference time series is 
compared to those predicted by the model by calculating a goodness-of-fit measure SS. More 
specifically, SS is the weighted sum of squared deviations of log rescaled observed biomasses to log 
predicted biomasses by EwE. Observed biomasses (y) are rescaled according to the equation y=q*B, 
where q is the maximum likelihood estimate of the relative abundance scaling factor and B is absolute 
abundance. During the fitting process, first those kij values are identified that affect SS the most by 
varying them iteratively and rerunning the model each time. Second, a nonlinear SS minimization 
procedure based on a Marquardt nonlinear search algorithm with trust region modification of the 
Marquardt steps chooses such values for the vulnerability multipliers identified in the first step that 
minimize SS. As this procedure only takes relative changes into account, the absolute values in the time 
series are less important. Thus, we calculated the time series as the yearly average of monthly average 
values from months 8 and 9 only as data from these months are available every year 2004-2014. 

Fishing effort data 

Data on fishing efforts is used together with landings and discards data collected within the DCF 
(reported by STECF), and landings data from ICES reports to determine fishing mortality rates in EwE. 
More specifically, relative amounts of landings and discards in weight disaggregated by fish age and 
fleet segment, total amount of landings per species (from ICES reports) and time series of efforts were 
used to calculate a fishing mortality time series (2004-2014) for demersal fish species in Ecosim. 
Relative amounts of landings and discards at age were taken from ICES data. We define adult cod and 
flounder as Age 3+. The effort time series is constructed as the relative change (compared to 2004) in 
kW days at sea for each fleet segment. We only use data from gear types contributing most to catches 
in the fleet segment: otter trawls for active gears, gillnets (and longlines, pots depending on vessel size 
in the fleet segment) for passive gears and pelagic trawls for pelagic fishery. We excluded data from 
Finland and Estonia because they started reporting in 2013 and 2005 only, resp., and inclusion of their 
data would have introduced an artificial jump in the effort time series. We always used STECF data 
collected in SD 25-28. 

In EwE, fishing mortality of a certain stanza i in a given time step t, Fitis calculated from the sum of the 
relative efforts of each fleet j fishing them, Etj, multiplied by the partial fishing mortality Fij0 caused on 
stanza i by fleet j, m being the total number of fleets:   

𝑭𝑭𝒊𝒊𝒊𝒊 =  �(𝑬𝑬𝒊𝒊𝒕𝒕 ∙  𝑭𝑭𝒊𝒊𝒕𝒕𝒊𝒊)
𝒎𝒎

𝒕𝒕=𝟏𝟏
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Protocol A.3. Implementation of cod stomach data in the Multispecies stock-
production model (MSPM) considering the growth of cod and herring as 
dependent on environmental variables. 
 

Cod stomach data 

In previous applications of the MSPM the data on cod stomach contents used to fit the model were 
constrained to years 1982-1990. Recently historical data from different sources have been provided 
and compiled with newly collected data, so the stomach data available for the model fitting cover 
period 1982-2014 with gaps in years 1992, 1994, 1997-1998, and 2001-2003. This data represents 
novel information in the model. 

The data is the same than those presented for the protocol A.1 and A.2 although the elaboration for 
model implementation is quite different. Data were available at length basis and separated into adult 
and young components of both predator (cod) and prey (herring and sprat) as required in MSPM. The 
separation length for adult and young components of the cod, herring and sprat was set at 33 cm, 17 
cm, and 11 cm, respectively. The adult fish component for cod should represent approximately fish at 
age 3 and older, while for herring and sprat fish at age 2 and older. The allocations of length (and ages) 
into components is presented in the text table below. 

species Young component Adult component 

cod <33 cm (age 1-2) >=33 cm (age 3+) 

herring <17 cm (age 0-1) >=17 cm (age 2+) 

sprat <11 cm (age 0-1) >=11 cm (age 2+) 

 

The separation of the data into young and adult components differs somewhat from the separation 
used for Ecopath with Ecosim (EwE) model as the time range and the area of model applications differ. 
The stomach contents data are used to fit the MSPM by adding the following term to the minimized 
sum of squared residuals 

𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆ℎ𝐶𝐶𝑆𝑆𝐶𝐶𝑡𝑡𝐶𝐶𝐶𝐶𝑡𝑡𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑆𝑆 = 2
,

,
, )ln(ln st

st

obs
st SCSC −∑λ  

where SC is relative stomach contents, index obs refers to observed data, s is species component, t is 
year, and λ is statistical weight of stomach contents term in the total sum of squared residuals. 

Growth of cod and herring as dependent on environmental factors 

The growth of cod, herring, and sprat undergoes large changes in the Baltic. Withinthe recent 3 
decades the difference between maximal and minimal growth was 40% for cod, 60% for herring, and 
50% for sprat. In the former model applications only growth rate of sprat was modelled as dependent 
on environmental factors (density dependence); for herring and cod time trends in growth were 
considered.   
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Now growth rates of cod and herring have been related to environmental variables, growth of cod was 
made dependent on areas of hypoxic waters, while growth of herring was presented as dependent on 
water salinity in Bornholm Basin. Both hypoxic areas and water salinity explain quite large amount of 
variance in cod and herring growth (58% and 65%, respectively, see Fig. A.1-2 below). 

 

Figure A1-2: Dependence of cod and herring growth on area of hypoxic waters (cod) and water salinity (herring) 

The inclusion of cod and herring growth as functionally dependent on area of hypoxic waters (cod) and 
water salinity (herring) represents novel information in the MSPM. Technically it is implemented by 
modelling the anabolism coefficients (from differential form of the von Bertalanffy growth equation) 
of these two species as dependent on above environmental variables.  
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B. North Sea 
The North Sea case study aims to provide user friendly models for stakeholders that integrate all 
current knowledge of the likely consequences of changes in management: to fish stocks, to industry 
catches, to their social and economic outcomes, and to wider EAFM concerns. The modelling 
philosophy for the North Sea has thus been to provide fast running transportable approximate 
overview models (The so called green, and possibly the amber and red models) that cover as many 
aspects of EBFM trade-offs as possible. Such models draw on more detailed models of how the North 
Sea ecosystem works, particularly its commercial fish stock components, together with information 
on the social and economic situation of the fisheries.  

The Charmingly Simple Model (CSM) was initially developed to explain the changes in the North Sea 
wide size spectra slope, which is considered a quite stable indicator about ecosystem status. This 
steady state method predicted that in the long term the log linear size spectrum slope is linearly 
related to fishing mortality. The North Sea CSM is based upon 13 idealised species of fish whose 
maximum size (Linf) range from 10 to 130 cm. Other parameters are based upon life-history 
invariants (e.g. growth, maturity and non-predation natural mortality rates) or common size based 
processes (e.g. predation, stock recruitment). Model details can be consulted in Deliverable 4.1. 
Under the MAREFRAME project this model has already be developed to provide a time varying 
version. This was based upon the moment based approach of Pope, (2003), which describes 
population numbers and size compositions by their uncentrered moments. (i.e. as the sum over all 
sizes of Numers at length *Lengthi where i=0:4. 

How might new data be incorporated into this process? In the case of the North Sea the new data 
considered are trophic level measurements based upon isotope studies. This is a very specific novel 
technological data set that might be used to inform the underlying biological models. The other new 
data to be considered for the North Sea is fishermen information. The latter is far more wide ranging 
and will help inform the overview models. Its incorporation into models will depend to some extent 
on the questions fishers, or more likely their representatives, wish to ask. However, since a key 
question is how fishermen will respond to changes in management, their knowledge of both fisheries 
and their knowledge of their own likely behaviours are vital to take into account. This is likely to be 
particularly important in questions of compliance functions where Stakeholder information is likely 
to be the only feasible data source. 

How to incorporate fisher’s information into our overview models? The nature of the questions that 
may be posed to the overview models are open-ended and consequently to some extent so must be 
our use of fishermen’s knowledge. The important point will be the need to be flexible in adding 
information on elements such as price or costs or behaviours that ongoing stakeholder interactions 
suggest are important. However, a specific question could be the extent that any new regulations will 
be complied with. It would be useful to capture this if at all possible. This protocol describes how 
these two novel data sources (isotopes and fisherman knowledge) might be used in the North Sea 
models. 
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Protocol B.1. How to use Isotopes based Trophic Level data in the CSM 
considering how to capture and use fisherman knowledge in the overview 
models. 
Isotopes data 

Trophic Level estimated with isotopes data from 2060 specimens collected between 2002 and 2006 
in the North Sea were kindly made available by Simon Jennings of CEFAS (Jennings et al., 2007). These 
were from the following species Amblyraja radiata, Clupea harengus, Eutrigla gurnardus, Gadus 
morhua, Hippoglossoides platessoides, Limanda limanda, Lophius piscatorius, Melanogrammus 
aeglefinus, Merlangius merlangus, Microstomus kitt, Pleuronectes platessa, Pollachius virens, 
Scomber scombrus, Trachurus trachurus and Trisopterus esmarkii. These species cover most of the 
abundant commercial species included in the ICES North Sea multispecies model (ICES 2013), sprat, 
sandeel and sole being the only un-sampled species. The intention is to try to include these new data 
in the charmingly simple model (CSM) to test and extend if needed its assumption and hence, if 
necessary, those of the more detailed models that it emulates. Some fisheries data not previously 
included in the CSM will also be needed. Data on catch at age and weight at age are available from 
ICES sources. To link results to the assumptions of the initial CSM the reported weights were first 
transformed into species equivalent lengths (SEL’s) as SEL= (Wt/condition factor)^(1/3). Catch at age 
data may then be converted to equivalent SEL catch by moment. 

A preliminary statistical analysis of the trophic level data indicates size is the chief determinant of a 
species trophic level. Most individual species of pescivores and benthivores broadly responded by 
increasing trophic level with length while apparently showing some detailed variations in their 
response. Not surprisingly the planktivores did not show this response. Notably the trophic level of 
herring decreases significantly with length and Horse mackerel and Norway pout show negative 
though non-significant trends with length, this perhaps suggesting that any predation by these 
species, on the young of other fish species, may be mostly confined to their early stages.  Given the 
systematic changes in trophic level with length it is considered that a modified version of the 
Charmingly Simple Model (CSM) (Pope et al 2006) may be the most suitable and simplest way of 
assimilating the available trophic level data set (N.B. these are estimated from isotopes data) into a 
modelling framework that could then be used for the wider purposes of the project.  

Questions to address will be to what extent are more realistic food size and food type preferences 
required to fit the trophic level data and do any necessary changes markedly affect the model’s 
responses to changes in fishing mortality rate. 

Fishers Information. 

Fishermen’s information is naturally wide-ranging. The strategy to date to gather this information has 
been to listen carefully to stakeholder’s comments on the effects in particular of the landings 
obligation at two sessions of the NS-ACs demersal working group and in the light of the insights 
obtained there to provide scope for stakeholders to input their own assumptions into a key part of 
the integrative models that interprets how closely the fishing patterns of the past will operate in the 
future. The approach of allowing the prototype integrative model to include stakeholder’s views on 
“species F linkage” has been advanced at a web meeting held with key demersal stake-holders 
(following very useful suggestions from a web meeting with key members of the Pel-RAC). This is 
now incorporated into the model in the form of two sliders where the industry can input their own 
ideas as to the correct form of the relationship. Overtime this will allow their knowledge to be 
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crystalised (Ramirez-Monsalve et al., 2016). This approach to collecting information has the merit of 
direct involvement and discussion of industry representatives on key issues.  

In the same way it is intended extend the approach to other key parameters by leaving certain 
parameters adjustable by sliders so that industry representatives can include their own estimates. 
Discussion of the appropriate values should then yield at least some plausible values. This will likely 
be particularly useful in the weighting the factors relating to compliance. We know something of the 
links of compliance to economic, social and other factors (Hatcher and Gordon, 2005) but not the 
case specific parameters that apply them to specific fleets and fisheries. The slider approach to 
capturing industry knowledge should help clarify these issues. These ideas have been present at the 
ICES ASC and at a lunchtime seminar at DG MARE as well as to subgroups of the PelAC and NSAC. 

Model implementation 
The CSM is fully described in Pope et al. (2006) and MareFrame Deliverable 4.1. However, to 

accept the Trophic Level Data this version of the CSM will need to be modified further so that actual 
species is fitted rather than the idealised species adopted in the original formulation. It will also need 
to be extended so that planktonic and benthic food sources are described. These necessary 
modifications needed to adapt the CSM described in are as follows: 

 
1.  Rescale model to a logarithmic size scale to allow zooplankton and fish eggs to be included.  

The transient moment based version of the CSM operates by updating the column vector of the 0 : 4th 
moments of the size distribution  at time t (Ψ(t)) by the equation   

Ψ(t+1)  =  G*(Ψ(t) exp (-total mortality rate)*G   +  R*ρ             eq. B.1 

Where G is a matrix describing half period growth. R is a scaler of recruitment and ρ a column vector 
of the moments of average length at recruitment.  

In practice except in very simple cases Ψ(t)exp(-total mortality rate) cannot be adequately described 
in moment terms and has to be converted to a pseudo length distribution to calculate the impact of 
mortality on different sizes. This is achieved by converting Ψ(t) to a plausible size distribution (θ(t)) 
using a pseudoinverse matrix. This is constructed as follows. A square m*m matrix P is constructed 
from stacking two component matrices M and Λ. Where m is the number of lengths in the size 
distribution.  

M is a 5*m moment generating matrix such that  

Ψ(t)  =M*θ(t)  

Λ is a m-5*m constraint matrix such that  

O= Λ* θ(t) 

Where O is a m-5 column vector of zeros. Elements of Λ are bidiagonal or tridiagonal terms that 
constrain all elements of the psudo size distribution to follow a exponential decline with periodic steps. 
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We may then right Inverse(P)  = (Stack of M and Λ)-1  

The first 5 columns of Inverse (P) are then used as the pseudo inverse PI such that 

θ(t)  = PI* Ψ(t)   

Equation B.1 may then be rewritten as 

Ψ(t+1)  =  G*(M*SS*PI*G*Ψ(t) +R*ρ            eq. B.2 

Where SS is an m*m diagonal matrix containing the survival proportion from the mortality at each size 
group. These equations remain essentially unchanged if the elements of θ(t) are measured on a linear 
scale or a log scale although these are some minor adjustments to their inner details between the two 
cases. 

2. Compute a trophic level at size spectrum in addition to current numbers at size spectrum 
(ideally both expressed as moments rather than numbers) (in progress).  

It will be necessary either as a distribution by length or in moment terms to construct a tropic level 
vector Τ for each predator species such that in length terms T(t, l) is the trophic level of a species at 
time t and length l. 

T(t+1,l+i) = (T(t,l)*B(t,l)+ Trophic Level of food intake(l)*Wt of food ingested)/(B(t,l+i)    eq. B.3 

Where i is the growth increment at length l and B(t,l) is the biomass of the predator at time t length l. 
The trophic level of food will need to be computed from the predation on each food item. 

3.  Two aditionnal modifications, still in planning stage are: (a) allow species in the model extra 
traits in addition to Linf such as K and food size and type preference. The K, M1 and L∞ and food size 
preferences characteristic of each stock will be based upon literature values and (b) develop 
Zooplankton and Benthic sub spectra for numbers and Trophic Level. To all feeding on “other food“  
items simple fixed zooplankton and benthic size spectra with given trophic levels by size will be 
included to complement the fish spectra. They will be based upon literature values.  

4. Optimising the model to use the Trophic level data based on isotopes. With these modifications 
the model will then be in a shape where its relevant parameters can be adjusted to fit to the trophic 
level data of each species. The parameters needing optimising will be those of the feeding 
relationships and potentially those of the bulk trophic level spectra of the “other food species“ of 
plankton and benthos. Adjustments to these parameters will give a basis for including feeding by 
species not sampled or not fully sampled in the ICES years of the stomach that consequently are not 
included as predators in current multispecies models of the North Sea. It may also provide checks on 
the results of those species that are currently included. 
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C. Northern and Western Waters – Iceland Waters 
In the Icelandic case study, a complex model incorporating the major gadoid stocks and fleets 
participating in the fishery was constructed. The interactions among these stocks in terms of predator-
prey relationships and mixed fisheries issues is being investigated in the model. Stocks of lesser 
commercial importance such marine mammals are also incorporated in the model. The impact of 
changing stock dynamics on the whole system in terms of ecosystem approach to fisheries (EAF) is a 
key importance in the case study. 

The case-study in Icelandic waters will see the development of ecosystem models using three different 
modelling frameworks, Gadget (Begley and Howell, 2004) with case-study details in Deliverable 4.1, 
Ecopath with Ecosim (EwE, described in Christiansen et. al., 2004) and ATLANTIS model (Fulton et al., 
2004), based on the Icelandic continental shelve area (see deliverable 4.6 for details). Novel data 
implementation is applied to Gadget. A number of novel data sources and/or novel applications have 
been considered. A particular emphasis has been made on two different types of novel data i) genetic 
information on close kin and feeding ecology of minke whales. Genetic information are new 
technological data for WP2 purposes. Minke whale diet observed recently differed markedly from the 
previous limited data in Icelandic waters. These changes make this novel data of main interest to be 
used by the multispecies Gadget model with the aim of understand and quantify the total effect of 
minke whale in the stocks and in the Iceland fisheries 

The genetic information on close kin is model agnostic as it guides the model development, although 
was implemented in a gadget-like model implemented in R (Rgadget), the feeding ecology of minke 
whales are implemented in Gadget and the oceanographic data is implemented in ATLANTIS. Three 
different protocols are defined for this case study each one for each data type an model. 

Protocol C.1 - whale genetics (close-kin) to define whale stock structure  
This protocol was elaborated based on an already published paper (Elvarsson, 2015) developed in 
Mareframe taking most of the information from the Material and Methods section.  

Data 

Certain facets of the population dynamics of a species are hard to quantify, including stock structure. 
In particular, geographical boundaries of stocks or populations are often hard to estimate, and data 
often hard to obtain due to issues such as cost per sample. Recent developments that allow for the 
detection of close-kin has the possibility of giving further insights into stock structure. To investigate 
the potential utility of augmenting a traditional tag-recapture experiment with information on close-
kin the North Atlantic fin whale (Balaenoptera physalus) population was used as a case-study. 

For management areas in and next to the Irminger Sea, that are East-Greenland (EG), West-Iceland 
(WI), and East-Iceland (EI), two different stock structure hypotheses have been suggested that could 
explain the fin whale distribution: 1) a mixing hypothesis, where it is assumed that the fin whales 
originate in three separate breeding stocks with no dispersion (no sharing of genetic material or no 
gene flow) between the breeding grounds and 2) the dispersion hypothesis assumes that there is some 
degree of dispersion on the breeding grounds. However, for the information to be useful when 
determining stock boundaries sampling from other areas is required. This will require additional 
sampling outside of the Icelandic EEZ and the question is how many samples are needed. A simulation 
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study of a (genetic) mark-recapture experiment, that has been augmented using information on 
genetically determined close relatives was set to determine the required amount of genetic samples 
to eventually determine the minke whale stock structure. 

Model implementation 

To compare the two stock structure hypotheses of dispersion vs. mixing, a genetic tagging experiment 
(biopsy collection) in the EG subarea has been suggested. During which time, for a 10-year period, a 
quota of 150 fin whales annually would be set in the WI subarea. Augmenting the genetic tagging 
experiment with information on close relative would potentially show greater contrast between the 
two hypotheses than a conventional tag-recapture experiment.  

Simulation model 

The stock dynamics in this study were implemented in a computer program, Rgadget 
(https://github.com/Hafro/rgadget), set up in such a way as to closely mimic the dynamics of the 
Baleen II model as described in Punt (1999). In the analysis which follows comparison will be made on 
the basis of two possible stock structures, mixing or dispersal type, as shown in Elvarsson (2015), Fig. 
A1. When mixing dynamics are assumed, separate breeding stocks overlap (to some fixed degree) on 
the feeding grounds, while dispersion denotes the permanent migration between breeding stocks. 
The general dynamics of the population is described in Elvarsson (2015). To define the migration 
process, let 𝛼𝛼 denote the mixing proportion, i.e. the proportion of a stock which migrates to a specific 
different feeding ground, and let 𝛽𝛽 denote the proportion of animals which “move” to a different 
stock. The stock distribution on feeding grounds is defined by a mixing matrix 𝔙𝔙 = 𝑉𝑉𝑗𝑗𝑗𝑗, where 𝑉𝑉𝑗𝑗𝑗𝑗 
denotes the proportion of stock 𝑗𝑗 that migrates to area 𝑘𝑘 annually. Under the mixing hypothesis it is 
assumed that the sub–stocks, even though separate on the breeding grounds, overlap on the feeding 
grounds. The feeding grounds have been split up into three distinct subareas. The subareas represent 
the main feeding ground for each of the sub–stocks. While a simulation baseline 1 − 2𝛼𝛼 of the stocks’ 
individuals migrate to their own feeding ground, regardless of where they were last year, 𝛼𝛼 migrate 
to each of the areas adjacent to their native feeding ground. The dispersion hypothesis assumes that 
individuals stray between sub–stocks while the sub–stocks migrate to a fixed feeding area. In general, 
the stock overlap (mixing) is according to: 

 

where the columns represent the breeding stocks (C1, C2, C3) and the rows feeding areas (EG, WI, EI). 

Under the dispersion hypothesis the annual straying between three sub–stocks is only defined 
between adjacent stocks (i and j). 

𝐷𝐷𝑡𝑡→𝑗𝑗 = 𝑑𝑑𝑡𝑡↔𝑗𝑗
𝐾𝐾𝑡𝑡 + 𝐾𝐾𝑗𝑗

2𝐾𝐾𝑡𝑡
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where 

 

Under the mixing hypothesis 𝛼𝛼 = 0.05 and 𝛽𝛽 = 0, while under the dispersion 𝛼𝛼 = 0 and 𝛽𝛽 = 0.05. 

Tagging can, as noted above, be used to estimate stock migrations. Although it is assumed here that 
all tagging will be made using skin biopsies to obtain genetic material the biopsies can also be used in 
a conventional mark–recapture analysis. The dynamics of the tagged sub–population in the 
simulations is the same as for the untagged population. For the sake of simplicity only a single tagging 
experiment, conducted in a single area, is considered in this analysis. The initial (𝑡𝑡 = 0) number of 
tagged animals is distributed across stocks 𝑗𝑗, ages 𝑎𝑎 and genders 𝑔𝑔, according to the equation: 

𝔗𝔗𝑙𝑙𝑗𝑗0𝑝𝑝 =
𝑁𝑁𝑙𝑙𝑗𝑗0𝑝𝑝 ∗ 𝜙𝜙0
∑ 𝑁𝑁𝑙𝑙𝑗𝑗0𝑝𝑝𝑙𝑙𝑗𝑗𝑝𝑝

, 

where 𝜙𝜙0 is the total number of tagged animals. The expected number of animals recaptured is a 
function of the dynamics applied to the population, both tagged and untagged. The recaptures, �̂�𝑈𝑡𝑡, 
were considered to be distributed according to 

𝑓𝑓(�̂�𝑈𝑡𝑡) = ∏
𝛤𝛤(𝑈𝑈𝑖𝑖𝜆𝜆 +�̂�𝑈𝑖𝑖)

𝛤𝛤(�̂�𝑈𝑖𝑖+1)𝛤𝛤(𝑈𝑈𝑖𝑖𝜆𝜆 )𝑡𝑡 ( 1
1+𝜆𝜆

)
𝑈𝑈𝑖𝑖
𝜆𝜆 ( 𝜆𝜆

1+𝜆𝜆
)�̂�𝑈𝑖𝑖 ,                eq C.1 

i.e. a negative binomial distribution with a dispersion4 parameter 𝑈𝑈𝑡𝑡  defined to be the predicted 
number of animals recaptured by commercial whaling fleets and 𝜆𝜆 controls the detection probability. 
Here a negative binomial distribution for the tag-recaptures is used, instead of a more commonly used 
Poisson model, which is intended to allow for greater variation in recaptures. 

Comparing hypotheses 

In the setting described above two different stock structure hypotheses are to be contrasted. To 
compare these stock structure hypotheses three potential methods of comparison are studied here. 

• Time–trend analysis using regression. 
• Total number of recaptured animals by area. 
• Number of recaptured animals by area in relation to number of intra–related individuals within 

the catch. 
 

To compare the two hypotheses using direct (genetic) tagging a Poisson regression model for a time 
trend in the recapture rates can be fitted. The regression model is offset by natural mortality as the 
tagged population in the model is expected to trend downwards due to it. The dispersion hypothesis 
is expected to have an increased recapture rate while the rate should be constant under the mixing 
                                                           

4Not to be confused with stock dispersion 
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hypothesis. The model for trend can be compared, using a likelihood ratio test, with a model with no 
time trend. The rejection interval was set such that the type I error, i.e. the rejection probability when 
mixing is the true stock structure, was 5%. 

In genetic tagging augmented with information regarding genetically determined close relatives 
(parent-offspring or half-siblings), a skin sample from a single whale can, in the case of NA–fin whales, 
effectively tag 2.5 – 3.5 other whales, as shown in Gunnlaugsson (2011). Using information on close 
relative’s time trends in occurrence at feeding grounds are expected to be harder to detect. Intuitively 
this can be explained by noting that with a dispersing stock relatives are already present at all three 
feeding grounds at the time of tagging. The total number of caught animals that are related to tagged 
individuals, i.e. the number of effectively tagged individuals is: 

                                                                     𝑇𝑇..𝑗𝑗 = ∑ ∑ 𝑇𝑇𝑗𝑗𝑗𝑗𝑡𝑡𝑗𝑗∈𝔍𝔍𝑡𝑡            eq C.2. 

where 𝑇𝑇𝑗𝑗𝑗𝑗𝑡𝑡 is the number of animals related to the tagged animals from stock 𝑗𝑗, caught in area 𝑘𝑘 at 
time 𝑡𝑡 and 𝔍𝔍 denotes the set of breeding stocks. 𝑇𝑇..𝑗𝑗should, given a similar degree of dispersion and 
mixing, be somewhat higher for dispersing stocks than mixing, based on a similar argument as before. 

Untagged whales caught are also a source of information regarding the stock structure. Consider the 
total number of animals caught in area 𝑘𝑘 from stock 𝑗𝑗, denoted by 𝑆𝑆𝑗𝑗𝑗𝑗. This number is not observable 
but if one assumes only one genetic relation can be detected per individual within a stock, then the 

total number of possible detections is 
𝑐𝑐𝑖𝑖𝑗𝑗(𝑐𝑐𝑖𝑖𝑗𝑗−1)

2
. One measure of the magnitude of genetic relatedness 

detected between all whales caught of stock 𝑗𝑗, denoted 𝑅𝑅𝑗𝑗, in area 𝑘𝑘 is therefore:  

𝑅𝑅𝑗𝑗𝑗𝑗 = 𝑐𝑐𝑖𝑖𝑗𝑗(𝑐𝑐𝑖𝑖𝑗𝑗−1)
2𝑙𝑙𝑖𝑖

                                         eq C.3 

Note that 𝑅𝑅𝑗𝑗𝑗𝑗 tends be smaller as 𝐶𝐶𝑗𝑗 grows larger. Furthermore, the total number of relations detected 
in the total catch for the time period, which can be observed directly from the catches: 

𝑅𝑅.𝑗𝑗 = ��𝑅𝑅𝑗𝑗𝑗𝑗
𝑗𝑗∈𝔍𝔍

�                                          eq C. 4 

becomes smaller with fixed total abundance as the number of breeding stock decreases. 

Using the information on related individuals one can augment equation C.1 by calculating the 
following ratio for each area: 

𝜌𝜌𝑗𝑗 =
𝑇𝑇..𝑡𝑡

𝑅𝑅.𝑗𝑗
 

The above quantity should become larger for dispersing stocks as there is genetic interchange, even if 
the total number of effectively tagged individuals is similar. 

For each of the stock structure hypothesis the number of simulated datasets per hypothesis was 1000 
for each number of tags. The number of tags in this experiment varied between 100 to 1500. The tag–
recaptures were simulated using equation C.2. Under the mixing hypothesis the stock proportions 
within the catch (𝑆𝑆𝑗𝑗 from equation C.3) were simulated using a multinomial distribution parametrised 
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by the expected value of number of individuals caught from each stock. Assuming the dispersion 
hypothesis of 𝑅𝑅.𝑗𝑗, as defined by equation C.4, is constant. Here 𝑅𝑅.𝑗𝑗 is assumed to be a Poisson process 

with mean 𝑐𝑐(𝑐𝑐−1)
2𝑙𝑙

 where 𝑆𝑆 is the total catch and 𝐶𝐶 is the total abundance of all stocks. 

The distribution of the three test statistics was analysed and for the null hypothesis, which is in this 
case the mixing hypothesis, the rejection interval was chosen in such a way that it would have a 
rejection probability of 0.05. Using simulated data based on the alternative hypothesis, which is the 
dispersion hypothesis, the power of the test was calculated as a function of the number of tags. 

Protocol C.2. Whale diet implemented in GADGET 
Data 

The common minke whale (Balaenoptera acutorostrata) is the most abundant whale species in 
Icelandic continental shelf waters. Previous studies have indicated that cetaceans, and in particular 
minke whales, play an important role in the marine ecosystem by consuming several times the total 
Icelandic fishery landings. There the annual consumption by minke whales alone was estimated as 
around 2 million tonnes in the 1990’s. There was, however, considerable uncertainty associated with 
this estimate. One of the greatest sources of uncertainty regarding the effects on the cod stock was 
associated with the very limited knowledge of the diet composition of minke whales in Icelandic 
waters. It was therefore of prime importance for further development of multispecies modelling in 
Icelandic waters to obtain data on the diet of minke whales and investigate multi-species interactions 
in more detail, in particular those between minke whales and the cod stock.  

The main objective of the research programme on common minke whales, conducted in the years 
2003 – 2007, was to address these questions as a pilot study using various methods (Vikingsson et al., 
2014). A total of 190 minke whales (96 males and 94 females) sampled during April and September 
2003- 2007 were examined with respect to stomach contents. In total, 14 prey types were found in 
the stomachs, including 10 species of fish and 2 species of euphausids. Sandeel was the most 
frequently encountered prey, followed by gadoids, capelin and herring. The diet differed markedly 
from the previously available, limited data from Icelandic waters with less krill and capelin and more 
gadoids and herring in the more recent period. These changes make this novel data of main interest 
to be used by the multispecies Gadget model with the aim of understand and quantify the total effect 
of minke whale in the stocks and in the Iceland fisheries. This whale diet data are saved in the 
MareFrame data base system dbmf. 

Model implementation 

for the time period 2003-2007 and entire eastern Baltic cod distribution at a quarterly aggregation. 
Data format for whale data implementation in GADGET is as follow. Whale total landings are assumed 
to be known and their abundance data for model implementation (see eq. C.5) is listed in a column 
format in a separate file with the following fields: year, step, area, fleetname, and amount. On the 
other side, whale stomach contents are used as a likelihood component to compare observed and 
modeled proportions of species consumed by whales (see eq. C.6). Stomach data stored into the 
Mareframe Data Base - mfdb (https://github.com/mareframe/mfdb) are retrieved using the function 
'mfdb_stomach_presenceratio'. The text file format of this likelihood component has the following 
fields: year, step, area, predator, prey and ratio.  
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The following describes stock dynamics of the common minke whale and cod as implemented within 
the Gadget framework, where species specific formulations are highlighted where appropriate. The 
model for cod is described in detail in Taylor et. al (2007) and subsequently Elvarsson et. al 2014. In 
the model the simulated quantity is the number of individuals in a cell, 𝑁𝑁𝑙𝑙𝑝𝑝𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡 where 𝑔𝑔 denotes the 
species, 𝐶𝐶 denotes the area in which the individuals within the cell live, 𝑎𝑎 is the age, 𝑙𝑙 the cells length 
group, 𝐶𝐶 is the maturity status, where 𝐶𝐶 = 0 denotes immature animals while 𝐶𝐶 = 1 mature, at year 
𝑦𝑦, ranging from 1960 to 2011 and 𝑡𝑡 is the quarter within the year. Age ranges between 𝑎𝑎0𝑙𝑙 and 𝑎𝑎∞𝑙𝑙  
years while the length ranges from 𝑙𝑙0𝑙𝑙 to  𝑙𝑙∞𝑙𝑙 cm, with 𝛿𝛿𝑙𝑙𝑙𝑙 cm length increments. The population is 
governed by the following equations: 
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where 𝐺𝐺𝑙𝑙𝑙𝑙ʹ is the proportion in length group 𝑙𝑙, of species 𝑔𝑔, that grows 𝑙𝑙ʹ − 𝑙𝑙 length groups in a time 
period of length 𝛥𝛥𝑡𝑡, 𝐶𝐶𝑡𝑡𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡 denotes the catches by fleet 𝑓𝑓 ∈ {𝑡𝑡𝑐𝑐,𝐶𝐶𝑐𝑐 ,𝑡𝑡𝑡𝑡,𝐶𝐶𝑡𝑡}, 𝑡𝑡. and 𝐶𝐶. denote the 
survey and commercial fleets respectively, 𝑀𝑀𝑙𝑙𝑝𝑝 the natural mortality at age 𝑎𝑎 of species 𝑔𝑔 and 𝐼𝐼𝑙𝑙𝑝𝑝𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡 
denotes the movement from the immmature to the mature stock components. 5 

Growth in length is modelled as a two–stage process, an average length update in 𝛥𝛥𝑡𝑡 and a growth 
dispersion around the mean update. The average length update per time step is set according to a 
simplified form of the Von Bertanlanffy equation: 
 

𝛥𝛥𝑙𝑙𝑙𝑙 = (𝑙𝑙𝑙𝑙,∞ − 𝑙𝑙)(1 − 𝐶𝐶−𝑗𝑗𝑔𝑔𝛥𝛥𝑡𝑡) 
 
where 𝑙𝑙𝑙𝑙,∞ is the terminal length and 𝑘𝑘𝑙𝑙 is the annual growth rate of species 𝑔𝑔. In the second step the 
growth is dispersed according to a beta–binomial distribution parametrised by the following equation: 
 

𝐺𝐺𝑙𝑙𝑙𝑙𝑙𝑙ʹ =
𝛤𝛤(𝐶𝐶𝑙𝑙 + 1)

𝛤𝛤((𝑙𝑙ʹ − 𝑙𝑙) + 1)
𝛤𝛤((𝑙𝑙ʹ − 𝑙𝑙) + 𝛼𝛼𝑙𝑙)𝛤𝛤(𝐶𝐶𝑙𝑙 − (𝑙𝑙ʹ − 𝑙𝑙) + 𝛽𝛽𝑙𝑙)
𝛤𝛤(𝐶𝐶𝑙𝑙 − (𝑙𝑙ʹ − 𝑙𝑙) + 1)𝛤𝛤(𝐶𝐶𝑙𝑙 + 𝛼𝛼𝑙𝑙 + 𝛽𝛽𝑙𝑙)

𝛤𝛤(𝛼𝛼𝑙𝑙 + 𝛽𝛽𝑙𝑙)
𝛤𝛤(𝛼𝛼𝑙𝑙)𝛤𝛤(𝛽𝛽𝑙𝑙)

 

 
where 𝛼𝛼𝑙𝑙 is subject to 

𝛼𝛼𝑙𝑙 =
𝛽𝛽𝑙𝑙𝛥𝛥𝑙𝑙𝑙𝑙
𝐶𝐶𝑙𝑙 − 𝛥𝛥𝑙𝑙𝑙𝑙

 

where 𝐶𝐶𝑙𝑙 denotes the maximum length group growth of the species within a timestep and (𝑙𝑙ʹ − 𝑙𝑙) the 
number of lengthgroups grown. 

                                                           

5A short note on notation, here 𝑙𝑙 is used interchangeably as either the lengthgroup or the midpoint of the length 
interval for that particular lengthgroup, depending on the context. 
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The minke whales stock components, i.e. immature and mature, are assumed to have started at their 
mutual carrying capacity in 1960 when the model simulation starts. Birth rate of minke whales follows 
a variant of the Pella–Tomlinson spawning model: 

𝑏𝑏𝑡𝑡 = 𝐵𝐵𝑁𝑁𝑡𝑡𝑡𝑡[1 + 𝐵𝐵(1 − (
𝑁𝑁𝑡𝑡𝑡𝑡
𝐾𝐾𝑡𝑡

)𝑧𝑧)] 

where 𝐵𝐵𝑗𝑗 is the birthrate per mature female in the pristine population, 𝑁𝑁𝑡𝑡𝑡𝑡  number of mature females 
(assumed to be 50% of the mature population), 𝐵𝐵 and 𝑧𝑧 are determined by MSY level and rate, and 
𝐾𝐾𝑡𝑡the carrying capacity of mature females. 

Two types of recruitment approaches are used for cod, depending on the time period. For the data 
rich time period, that is 1984 and onwards, the total number of recruits is estimated per year. 
Recruitment enters to the population according to: 

𝑁𝑁1𝑙𝑙0𝑝𝑝𝑡𝑡ʹ = 𝑅𝑅𝑝𝑝𝑝𝑝𝑙𝑙 

where𝑡𝑡ʹ denotes the recruitment time-step and 𝑅𝑅𝑝𝑝 is the yearly recruitment. 𝑝𝑝𝑙𝑙 is the proportion in 
lengthgroup 𝑙𝑙 that is recruited which is determined by a normal density with mean according to the 
growth model and variance 𝜎𝜎𝑝𝑝2. For the period before 1984 the number of recruits per year is 
considered to be constant for all years, i.e. 𝑅𝑅𝑝𝑝 = 𝑅𝑅∀𝑦𝑦 < 1984. 

Maturity is modelled and represented by the two stock components of each species. The movement 
between the two components is formulated as 
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where 𝐶𝐶 = 0, as noted above, denotes the immmature stock component and 𝑆𝑆𝑥𝑥 is the proportion 
mature defined as: 

𝑆𝑆𝑥𝑥 =
1

1 + 𝐶𝐶−𝜆𝜆𝑔𝑔(𝑥𝑥−𝑥𝑥50) 

where𝑥𝑥 is either length or age for cod and minke respectively and 𝑥𝑥50 representes the mid-point of 
the maturity ogive. 

Under the assumption that minke whales have a preference for pelagic fish stocks such as sandeel and 
capelin the fluctuation in minke whale abundance is in the model explained by linking the abundance 
to indices of sandeel biomass by a migration matrix: 
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where 𝐼𝐼𝑝𝑝 is the sandeel abundance index and 𝑆𝑆 and 𝑆𝑆𝑥𝑥 are the relative proportion of minke whales 
that migrate to the Icelandic continental shelf during the summer. Autumn migration is estimated 
similarly but in the opposite direction. 

Catches are simulated based on reported total landings and a length based suitability function for each 
fleet, both commercial fleets and surveys. Total landings are assumed to be known and the total 
biomass (or in the case of minke whales, abundance) is simply offset by the landed catch. The catches 
for length group, fleet 𝑓𝑓 at year 𝑦𝑦 and time step 𝑡𝑡 are calculated by: 

𝐶𝐶𝑡𝑡𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡 = 𝐸𝐸𝑡𝑡𝑡𝑡
𝑡𝑡𝑡𝑡(𝑙𝑙)𝑁𝑁𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡𝑊𝑊𝑙𝑙𝑝𝑝

∑ ∑ 𝑡𝑡𝑡𝑡𝑙𝑙ʹ𝑝𝑝ʹ (𝑙𝑙ʹ)𝑁𝑁𝑙𝑙ʹ𝑝𝑝ʹ𝑝𝑝𝑡𝑡𝑊𝑊𝑙𝑙ʹ𝑝𝑝ʹ
                       eq. C. 5 

where 𝐸𝐸𝑡𝑡𝑡𝑡  is the landed biomass (or numbers with 𝑊𝑊 = 1) at time 𝑡𝑡 and 𝑡𝑡𝑡𝑡(𝑙𝑙) is the suitability of 
lengthgroup 𝑙𝑙 by fleet 𝑓𝑓 defined as: 

 
 
where the whaling fleet went through a gradual shift from a dome-shaped selectivity to a logistic curve 
between the years 1970 to 1980. 

Consumption by minke whales of cod is modelled in a similar fashion as fleets, i.e. through a length 
based suitability function. However, the amount is determined based on the energy requirement of 
the predator, which is in this case minke whales. In the simple predator-prey relation between the 
species the prey availability to a predator becomes: 

𝐹𝐹𝐿𝐿𝑙𝑙
∑ 𝐹𝐹𝐿𝐿𝑙𝑙ʹ𝑙𝑙ʹ + 𝔰𝔰𝑂𝑂𝐵𝐵

 

where 𝐹𝐹𝐿𝐿𝑙𝑙 = 𝑡𝑡𝑃𝑃𝑝𝑝(𝐿𝐿, 𝑙𝑙)𝑁𝑁𝑝𝑝𝑙𝑙𝑊𝑊𝑝𝑝𝑙𝑙  is the prey biomass of length 𝑙𝑙 that the predator could consume, 

𝑡𝑡𝑃𝑃𝑝𝑝(𝐿𝐿, 𝑙𝑙) =
1

1 − 𝐶𝐶−(𝔞𝔞+𝔟𝔟𝑙𝑙) 

the suitability of a prey 𝑝𝑝 for predator 𝑃𝑃, 𝑊𝑊𝑝𝑝𝑙𝑙 is the average weight for prey of length 𝑙𝑙, 𝑂𝑂 is the density, 
per unit area, of other unspecified food sources and 𝐵𝐵 is the size of the area. Here 𝑂𝑂𝐵𝐵 is defined such 
that enough food is available to minke whales other than cod. 

The feeding level of the predator is: 

𝛹𝛹𝐿𝐿 = 𝑀𝑀𝐿𝐿
∑ 𝐹𝐹𝐿𝐿𝑙𝑙ʹ𝑙𝑙ʹ + 𝔰𝔰𝑂𝑂𝐵𝐵

∑ 𝐹𝐹𝐿𝐿𝑙𝑙ʹ𝑙𝑙ʹ + 𝔰𝔰𝑂𝑂𝐵𝐵 + 𝐻𝐻𝐵𝐵
 

where 𝑀𝑀𝐿𝐿 is the maximum consumption of a predator of length 𝐿𝐿 for a particular time step length 𝛥𝛥𝑡𝑡. 
It is determined by: 

𝑀𝑀𝐿𝐿 = 𝑆𝑆0𝐿𝐿𝑡𝑡4𝛥𝛥𝑡𝑡 
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where 𝑆𝑆0 and 𝑆𝑆4 are user defined constants6. 𝐻𝐻 is the density (biomass per area unit) of available 
food at which the predator can consume half maximum consumption. Note that 𝐻𝐻 should reflect the 
ability of the predator to pursue its prey, which should factor in variables such as temperature and the 
cost of search. 𝐻𝐻 determines how quickly the predators consumption reaches 𝑀𝑀𝐿𝐿. 𝐻𝐻 = 0 would 
indicate that the predator would easily consume 𝑀𝑀𝐿𝐿 of the available biomass. A larger value for 𝐻𝐻 
would indicate that prey is harder to find and therefore prey needs to be more abundant for the 
predator to reach 𝑀𝑀𝐿𝐿. 

Given the feeding level and the prey availability the desired consumption of minke whales predators 
of length 𝐿𝐿 is 

𝐶𝐶𝐿𝐿,𝑙𝑙 = 𝑁𝑁𝐿𝐿𝑀𝑀𝐿𝐿
𝐹𝐹𝐿𝐿,𝑙𝑙

∑ FL,l´𝑙𝑙ʹ + 𝑂𝑂𝐵𝐵 + 𝐻𝐻𝐵𝐵
   

The parameter settings for the consumption are based on Lindstrom et. al (2009) and references 
therein. 

Following Stefansson et. al (1997) natural mortality of cod is here factored into two parts, one induced 
by the consumption of minke whales and the second due to other sources. 

𝑀𝑀𝑝𝑝 = 𝑀𝑀0𝑝𝑝 + 𝑀𝑀𝑡𝑡𝑝𝑝 

where 𝑀𝑀0𝑝𝑝 is the baseline mortality due to other sources and 𝑀𝑀𝑡𝑡𝑝𝑝 is the mortality induced by minke 
whales at age 𝑎𝑎. In the case where consumption is not modeled 𝑀𝑀𝑝𝑝 = 𝑀𝑀0𝑝𝑝. When consumption is 
modelled 𝑀𝑀𝑡𝑡𝑝𝑝 is assumed a priori to be 0.08 and the modeled total natural mortality is adjusted 
accordingly. This results in a 𝑀𝑀0𝑝𝑝 of 0.12 for most age classes which is in line with a recent estimate 
of the natural mortality reported by Gudmundsson (2013). 

Observation model 
In Gadget data are assimilated using a weighted log–likelihood function. Here five types of data enter 
the likelihood, absolute abundance and relative biomass indices, length distributions from survey and 
commercial fleets combined into a single likelihood, age – length distribution from the survey, 
maturity at length for all ages, and stomach contents from minke whales.  

Survey indices 
Abundance estimates for minke whales enter the likelihood using the following equation: 
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�
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gf NNl −∑∑  

where 𝑁𝑁𝑝𝑝 is the observed abundance estimate and 

𝑁𝑁𝑝𝑝𝑡𝑡� = ���𝑁𝑁𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡
𝑝𝑝𝑝𝑝𝑙𝑙
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The survey indices for cod are defined as the total number of fish caught in a survey within a certain 
length interval. The intervals used here are 16 – 25 cm, 26 – 38 cm and larger than 38 cm. These 
intervals are chosen such that they roughly represent age 1, age 2 and age 3 +. 

For each length range 𝑔𝑔 the survey index is compared to the modelled abundance at year 𝑦𝑦 and time-
step 𝑡𝑡 using: 

2))loglog(log(=
�
gytfgfy

ty

SI
gf NqIl +−∑∑  

where 

𝑁𝑁𝑙𝑙𝑝𝑝𝑡𝑡� = ���𝑁𝑁𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡
𝑝𝑝𝑝𝑝𝑙𝑙∈𝑙𝑙

 

For implementation details see the annex to Elvarsson et al. (2014). 

Maturity at length 
Length at maturity comparison uses either the number of mature males observed in the scientific 
survey of minke whales or the number of immature and mature at age 3 from the Icelandic groundfish 
survey. The observed proportions are compared to the modelled proportion using sum of squares: 

2)ˆ(= lytlyt
lty

Ml pp −∑∑∑  

where𝜋𝜋𝑙𝑙𝑝𝑝𝑡𝑡 and 𝜋𝜋𝑙𝑙𝑝𝑝𝑡𝑡 are the observed and modelled proportions mature respectively in length group 
𝑙𝑙, year 𝑦𝑦 and timestep 𝑡𝑡. 

Fleet data 
Length distributions are compared using either 2 cm or 50 cm lengthgroups for cod and minke 
whales respectively for both commercial and survey fleets using 

2)ˆ(= flytflyt
lty

LD
fl ππ −∑∑∑  

where𝑓𝑓 denotes the fleet where data was sampled from. Similarly, age – length data are compared 
using 4 cm (or 50 cm) length groups: 

2)ˆ(= falsytfalyt
slaty

AL
fl ππ −∑∑∑∑∑  

Stomach data 
Stomach contents of minke whales are compared to modelled consumption in a similar manner as 
fleet data or by: 

2)ˆ(= falytfalyt
slaty

ST
fl ππ −∑∑∑∑∑                                    eq. C.6 

where 𝜋𝜋𝑙𝑙𝑝𝑝𝑡𝑡 and 𝜋𝜋𝑙𝑙𝑝𝑝𝑡𝑡 are the observed and modelled proportions of stomachs with prey respectively 
in length group 𝑙𝑙, year 𝑦𝑦 and timestep 𝑡𝑡. 
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Protocol C3. Oceanographic data in Atlantis 
Data 

Water flux, salinity, and temperature data were obtained from the Cartesian coordinates Ocean 
model with three-Dimensional adaptive mesh refinement and primitive Equations (CODE) (Logemann 
et al., 2013). Daily data were obtained from CODE for each spatial layer within each spatial box in the 
Atlantis model from 1948 to 2012. This oceanographic data is considered novel in two ways: first, the 
oceanographic model we are using, CODE (http://www.marsyn.is/), has never gone back as far as 1948 
and oceanographic data has never been used in ecosystem models for Icelandic waters.  

Model implementation 

The water fluxes, temperature and salinity are read into the model as daily time-series for each box 
and layer. The water fluxes control the advection of nutrients and plankton in the model. The nutrients 
along with the temperature and salinity affect the primary production in the model which is the basis 
for the growth of other functional groups. A model with these data should be more realistic as reduced 
growth during cold periods should come from the underling oceanographic model. The oceanographic 
data can have an effect on the spatial distribution of the functional groups. If groups are allowed to 
have density dependent movement they will move to boxes within the model that will give the most 
possible growth, i.e. boxes with the most available prey but both the growth and distribution of the 
plankton is affected by the oceanography data. The oceanographic data is therefore fundamental for 
a spatial model like Atlantis.  
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D. Northern Waters – West Scotland 
The West of Scotland Ecosystem comprises the shelf area west of Scotland and supports several 
valuable fisheries. The EAF issues addressed in this case study are: what are the management 
measures required to recover the stocks of cod and whiting, what is the impact of seal predation, how 
to achieve maximum revenue, with achieving Good Environmental Status being an overarching goal 
in all management strategies tested.  

The Ecopath with Ecosim (EwE) model developed to address these issues is largely based on previous 
studies (Bailey et al., 2011 and Alexander et al., 2014). It covers the period from 1985 to 2014 including 
41 functional groups (marine mammals, seabird, fish, invertebrates, cephalopods, zooplankton, 
benthos, primary producers and detritus) and five fleets. The model was developed in order to 
simulate and compare alternative management strategies designed to achieve multiple goals: (1) 
recovering the depleted stocks of cod and whiting, (2) achieve sustainable exploitation of profitable 
fisheries and (3) achieve a healthy ecosystem. 

For the West of Scotland case study both temperature and NAO index time series are available. 
Incorporating such data as a driver into a complex food web model including 41 groups is considered 
as innovative in this area. These environmental drivers can act as forcing function on primary 
producers in the model in order to assess whether the driver impacts the food web and also to predict 
changes in ecosystem. 

In the West of Scotland area both temperature and NAO index time series, are recognised as being 
major drivers of marine ecosystems. This CS develops one protocol about the consideration of these 
data in EwE model. 

Protocol D1. Temperature and NAO index as drivers in the EwE model. 
Data 

Ocean surface temperatures (SST), for the period 1960–2009, were obtained using Hadley Centre 
HadISST v1.1 and Climate Research Unit CRU TS3.1 data sets. Spatial data extracted within the study 
area ICES VIa rectangle, and the annual averages were calculated. These results were also validated 
using the Millport temperature time series previously used to describe the WCS Ecosystem (Bailey et 
al., 2011). Assuming that surface and bottom temperature showed the same annual trend (Berx and 
Hughes, 2009), SST trend was then scaled down to obtain depth integrated temperature (DIT), 
calculating the differences between high resolution surface and bottom temperatures averaged in the 
study area within 1971-2000 time series data (Berx and Hughes, 2009). DIT time series was used as a 
temporal time-series in Ecosim. 

North Atlantic Oscillation (NAO) index data was obtained from the Climate Prediction Centre at NOAA 
(http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml). The values were then 
averaged per year in order to get a time series of annual values. 

The preliminary data analysis performed (see Del 2.2) shows that the temperature increased by 
around 0.8 degrees between the mid-1990s and the mid-2000s. In comparison the NAO index shows 
a very slight decline over the time period considered (1985 to 2013). Explanatory analyses show no 
obvious correlations between the environmental drivers and primary production although 
phytoplankton appears to show a very slight increase concomitant with the temperature increase 

http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml
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from mid-1990s to mid-2000s, while small zooplankton appears to loosely follow the NAO index up to 
the early 2000s. The analyses can help to assess the environmental impact on the West of Scotland 
ecosystem and the knock-on effects on fish production and the fisheries. If identified, such effects will 
have to be taken into account when designing alternative management strategies to address the 
management issues. 

Model implementation 
 
EwE allows for environmental drivers to be included as a forcing function on primary producers in the 
model in order to assess whether the driver impact the food web and predict changes in ecosystem 
to the driver. 

Time series of data are imported into Ecosim (the dynamic component of the model) via a unique .csv 
file. This file contains, in columns, time series of biomass and catch data for each group in the model 
depending on availability. Each row then corresponds to a year of the time series. In addition, time 
series of forcing data e.g. temperature can be added to this file. Each data type i.e. catch, biomass, 
forcing data is identified by a code at the top of the column in order for the model to process the data 
accordingly. Forcing data can be imported on a yearly or monthly basis. Forcing data can also be 
standardised as the trend rather than the absolute values are used to force the model. 

Forcing functions represent physical or other environmental parameters that may influence trophic 
interactions. These forcing functions can be used to directly influence primary production or to 
influence consumer groups in the model (higher trophic levels). Here we focus on the impact on 
primary production. Forcing data e.g. temperature can be directly input in the model if the effect is 
known, from previous published work for instance, and needs to be accounted for. The most common 
way however, as done by Alexander et al. (2015), is to fit the model with a primary production (PP) 
anomaly and then investigate whether this PP anomaly is statistically related to an environmental 
driver i.e. the forcing function. This driver can then be added to the model as a time series of forcing 
data which will influence the PP. This process was applied to the MareFrame west Scotland case study 
as detailed below. 

In EwE, for each value in the prey/predator diet matrix corresponds a vulnerability value which is used 
in Ecosim i.e. the dynamic component. The vulnerability parameter is of crucial importance for Ecosim 
since it describes interactions between preys and their predators (i.e. how preys respond to a change 
in predator’s biomass) and therefore has a direct impact on the ability of the model to capture and 
predict foodweb processes (Walters & Christensen, 2007). For each prey/predator interaction, a 
vulnerability at default value (vij = 2) means that the interaction is neither top-down nor bottom-up 
controlled (Walters et al., 1997; Christensen & Walters, 2004). A low vulnerability (vij< 2) means that 
an increase in predator (j) biomass causes little increase in the corresponding predation mortality of 
prey (i) (i.e. bottom-up control). A high vulnerability (vij>> 2) means that if predator (j) biomass 
increase x-fold, the corresponding predation mortality of prey (i) will increase nearly x-fold (Walters 
& Christensen, 2007). The parameterisation then consists in adjusting these vulnerabilities until the 
best ‘fit’ of the model outputs to historical time series is achieved. Goodness-of-fit is assessed by the 
sum of squared differences between the predicted and observed values on log scale (Christensen et 
al., 2001). The fitting procedure described in Alexander et al. (2015) was applied and the following 
candidate models were tested (see Alexander et al., 2015 for more details): 
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(i) Baseline: no fishing or environmental forcing and vulnerabilities set at 2 

(ii) Baseline + trophic effects: same as (i) except vulnerabilities are adjusted to fit the data 

(iii) Baseline + environmental forcing: same as (i) except the ‘fit to time series’ identifies a time 
series of values (forcing function) that improves the fit by impacting the predicted 
biomasses through primary production (subsequent analyses can be performed to link the 
forcing function to existing environmental drivers) 

(iv) Baseline + trophic effects + environmental forcing: combination of (ii) and (iii) 

(v) Fishing: fishing mortalities are included to drive the model, no environmental forcing and 
vulnerabilities set at 2 

(vi) Fishing + trophic effects: fishing mortalities are included to drive the model and 
vulnerabilities are adjusted to fit the data 

(vii) Fishing + environmental forcing: combination of (iii) and (v) 

(viii) Fishing + trophic effects + environmental forcing: combination of (vi) and (vii) 

The best candidate was selected with Akaike’s Information Criterion (AIC) which identifies the best 
trade-off between goodness-of-fit and number of parameters (Mackinson et al., 2009). Instead of 
manually selecting the number of vulnerabilities to adjust prior to running the ‘fit to time series’ 
module (Tomczaket al., 2012; Alexander et al., 2015), an automated stepwise fitting procedure (Scott 
et al., in press) was used. This ‘stepwise fitting’ module has been included in the latest release of the 
EwE software (version 6.5) and allows for testing every possible combination of parameters by 
automatically running the ‘fit to time series’ with successive increments of the number of 
vulnerabilities and/or spline points of the forcing function for each candidate model (ii) to (viii).  

Upon running the fitting procedure, the best model identified by the lowest AIC had been fitted by 
adjusting 25 vulnerabilities and with an environmental forcing function with 21 spline points (Fig D1). 
The fact that the forcing function has 21 spline points when the hindcasting is done over a 29 years’ 
period is a clear indication of over parameterisation (Tomczak et al., 2012). As a result, it was chosen 
to not fit the model with a forcing function, as done by Tomczak et al. (2012), in order to avoid over 
parameterisation. The best model identified was fitted by adjusting 29 vulnerabilities (Fig. D2). Since 
no forcing function was included in the final model, no oceanographic data (temperature and NAO) 
was included in the subsequent analysis. 
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Figure D1: Results from the fitting procedure for the model with PP anomaly. The best model is identified by the 
lowest AIC (highlighted in green) 
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Figure D2: Results from the fitting procedure for the model without PP anomaly. The best model is identified by 
the lowest AIC (highlighted in green) 
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E. South-Western Waters – Iberian Peninsula 
The SWW case study is comprised of two different subcases where models are firstly developed 
independently. Models in both subcases are developed with GADGET. In the Atlantic area of the 
Iberian Peninsula a model for cetacean fishery interactions is being implemented, two dolphins are 
the top predators and hake is the main prey although other pelagic are also considered as other food 
in the model. The main aim of this model is to evaluate the trade-offs of current management 
strategies when a predator-prey system with conflicting objectives is considered. In the Gulf of Cadiz 
area, the main goal of the model is to understand the interactions between anchovy and the physical 
environment affecting recruitment and early life stages, with the aim of recommend optimal 
management strategies.  

Novel information identified by SWW-IP includes hake genetic data from literature reviews; hake sex 
ratio-at-length data and anchovy otolith microchemistry data in Gulf of Cadiz. Hake genetics and 
anchovy microchemistry are novel since they are new technological information that have never been 
considered in the models in the area. Sex ratio is novel in the way that can be used as a new likelihood 
component helping to define growth in sex separated models.  

The Iberian Peninsula multiespecies model ranges from 1982 to 2014 (quarterly) in ICES division VIIIc 
and IXa. It is an age-length forward projection model using hake landings and discards. For the purpose 
of the evaluation of this novel information (genetics and sex ratio) a hake single species model is being 
used instead of the complex multispecies model. However, for the genetic data implementation 
requires a development of a GADGET model for Northern hake and a spatial link between the Southern 
and the Northern hake model.  

The anchovy model in Gulf of Cadiz ranges from 1988 to 2014. It is a quarterly model using information 
on length and age distributions of landings and acoustics. Two approaches have been developed to 
include the main environmental variables affecting anchovy survival, the first one, expanding the 
Beverton-Holt stock-recruitment relationship and the second one, using the correlation between 
estimated recruitment and environmental covariates for forward projections. Environmental data 
such as Easterlies strength, Guadalquivir River discharges and microchemistry of otolith are a very 
important component of this ecosystem model. The 3 novel data types (hake sex ratio, hake genetics 
and anchovy microchemistry) will be evaluated in 3 separated models in this CS. 3 different protocols 
are developed for novel data in this Case of study. 

Protocol E.1 - Hake sex ratio-at-length data in GADGET 
Data 

Data consist of 58145 samples from Iberian Peninsula hake sex-at-length data from 1982 to 2014 
ranging from 19 to 84 cm. Growth is affected by sexual development that is frequently reached at a 
different size in males and females. Differences in growth by sex after maturity produce different 
patterns in sex proportions-at-length in the population. If these patterns are the consequence of 
changes in growth, it should be expected that sex ratio-at-length data can help to estimate the growth 
parameters. The implementation of this data in the model should allow us to know whether this data 
can help to develop a more accurate model and whether the growth at sex can also be estimated. 
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Model implementation 

GADGET can deal with this data with the aim of answer these questions developing a likelihood that 
compares the observed sex ratio-at-length with the modelled one. The required format for the 
observed sex ratio data is a text file with the following columns: year; step; area; stock; age; length; 
number. Year ranges from 1982 to 2014; since the data comes for a sampling for maturity at the 
beginning of the year step is set to 1; area is the same for all data; stock set the 4 different biological 
groups in the model (male and female, mature and immature); age is not known for hake and all ages 
are grouped togheter; length represents the length groups range (each 2 cm) and number is the 
observed amount (sex ratio) in each length class. 

The GADGET likelihood component for this action is the StockDistribution that is used to compare 
distribution data sampled from the model with distribution data sampled from landings or surveys for 
different stocks within the Gadget model. This is typically used to compare Gadget stocks that are 
based on the same species, but have differing biological properties (e.g. immature and mature or 
males and females fish). The likelihood score that is calculated gives some measure as to how well the 
data from the model fits to the observed data. The sum of squares likelihood function to be minimized 
is the following: 

𝑙𝑙 = ∑ ∑ ∑ �𝑃𝑃𝑆𝑆𝑡𝑡,𝑙𝑙,𝑝𝑝 − 𝑃𝑃𝑆𝑆𝑡𝑡,𝑙𝑙,𝑝𝑝�
2

𝑝𝑝𝑝𝑝𝑥𝑥𝑙𝑙𝑝𝑝𝑙𝑙𝑙𝑙𝑡𝑡ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝                                   eq. E.1 

Where Po is the proportion observed and Pm the proportion modelled at each year (time), length 
group (length) and each of the 4 sex group for immature and mature stock (sex).  

GADGET structure requires 4 different “stocks”. GADGET names “stock” as a group of modelled fish 
with the same life history and fishing selectivity properties. To model different growth in males and 
females we need separate “stocks”, and to model different length-at-maturity in males and females 
we need also different “stocks”. This results in 4 required “stocks”wich are: male immature, male 
mature, female immature and female mature which have different biological features, although in this 
case they have the same length dependent exploitation pattern. Male and female immature stocks 
share the same growth parameters although they mature at different lengths. Male matures at lower 
length (~28 cm) than female (~45 cm). Immature stocks are moved to mature stocks at the 
aforementioned length of maturity. Mature stocks have different growth parameters. Growth is 
modelled following the Von Berttalanfy model. Preliminary analysis suggests that keeping male Linf = 
80 cm and female Linf = 112 cm are good estimates for Southern hake (Cerviño, 2014). This would 
allow estimating the growth rate parameter for male and female through the likelihood that compares 
the observed and modelled sex ratio-at-length. 

To validate this approach, we will compare the model diagnostics with the model where sex is not 
considered. Likelihoods, residuals and estimated parameters will provide the basis to evaluate the 
validity of this new approach. 

Protocol E.2 - Hake genetic data in GADGET 
Data 

Hake genetic available data was gathered from published studies about genetic connectivity among 
hake in different places, using different markers (microsatellites, allozimes or SNPs) both in the 
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Atlantic and the Mediterranean. Independently of marker used, the papers present the connectivity 
between areas using Fst (genetic differentiation) and Nme (effective number of migrants), although 
one paper (Pita et al., 2016) reported migration rates (m) between specific places in both Northern 
and Southern stocks in a temporal framework of ten years of sampling. Genetics studies showed that 
there is a restricted gene flow between Southern hake and Mediterranean hake; however, there is a 
high connectivity between Southern and Northern stocks in the Atlantic. This can be in conflict with 
current management structure with two independent Atlantic stocks. The migration hypothesis 
proposed by Pita et al. (2011) suggest that no barriers to migration seem to exist between the main 
Atlantic hake stocks, and there is a migrant flow from Porcupine Bank and Great Sole to the Bay of 
Biscay, the Cantabrian Sea and the Iberian Atlantic waters. Effective number of migrants range among 
Genetic studies can provide working hypothesis for migration rates between Northern and Southern 
stock with the aim of test the potential impact of migration on Southern hake assessment and 
management.  

Model implementation 

Figure E1 summarizes the elements to consider when modelling the impact of migration on Southern 
hake assessment and management. These elements are the two stocks modelled with GADGET as a 
single model with two areas and the coupling hypothesis which represented different plausible 
scenarios based on the genetic analysis of published works. 

 

Figure E1: Scheme of the modelled process (migration between Northern and Southern hake stocks) based on genetic 
information 

Genetic results (Fst and Nme) are estimated based on a different paradigm than population dynamic 
models; this is the evolutionary paradigm, where the cohesive forces are genetic vs. the ecological 
paradigm where the cohesive forces are demographic (Waples et al., 2008). These different 
approaches are the main difficulty to define parameters useful for management, that in this case are 
migration rates, i.e. the fraction of individuals in one population that was born in another. 
Furthermore, the genetic results are shots based on equilibrium assumptions that do not allow to 
identify the migration stage (larva, juveniles or adults) or the migration frequency (yearly or 
extraordinary). With these difficulties in mind, the approach proposed is using the genetic results to 
define plausible scenarios considering alternative options that allow checking the conditions that can 
make the current management of Southern hake inefficient. 
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The two areas GADGET model links the two hake stocks for North and South. Both stocks share the 
same time structure (quarterly from 1982 to 2014) and length structure (from 1 to 130 cm) as defined 
by ICES. GADGET specifies the migration of the stock by defining the ratio of the stock that will migrate 
between the two areas (Northern and Southern stocks). To use this format for the migration data, the 
main stock file needs to specify the name of a data file containing information about when the 
migration will take place, and the name of a data file containing information about the migration 
ratios. The migration time step file contains a list of the time steps that the migration will take place 
on, along with the name of the migration matrix that is to be used on each time step. The migration 
ratio file contains the ratios to be used by Gadget to construct the migration matrices to move the 
stock between the two areas.  

To compare the performance of the different connectivity hypothesis we used in all the cases a short 
term advice based on MSY. Little is known about the level of migration required to produce 
demographic coupling. Hastings (1993) suggest m=0.1. Migration rates above this 10% could make 
ineffective the advice based on single stock assessment. Pita et al (2014) estimate migrations from 
Northern to Southern stocks ranging from 0.003 and 0.14. However, these figures depend on the 
proximity of the sampling location in both stock areas. In absence of a well-defined sampling design, 
the genetic results observed can be useful as a reference for demographic migrations. These results 
suggest that the migration rates can be in the limit of the demographic coupling proposed by Hastings 
(1993) so a simulation approach based on different migration scenarios for migration from and to 
Southern hale stock are proposed:  

Scenario base: Southern stock independent (zero migration rate)  

Scenario 1: age 0 migration (rate: 0.05, 0.1 and 0.15). North to South. 

Scenario 2: adult migration (rate: 0.05, 0.1 and 0.15). North to South. 

The impact of different scenarios will be contrasted against the base case evaluating the impact on 
scientific advice for management purposes (short term). 

Protocol E.3. Anchovy otholit microchemistry in GADGET 
Data  
Collection of specimens and otolith pre-processing 

Age-0 anchovy (N = 100) were obtained from a commercial purse seine operating in the Gulf of Cádiz 
on 29 September 2011. Fish total length (TL, mm), standard length (SL, mm), and weight (W, g) were 
measured in fresh individuals, which were then frozen and sent to the laboratory for analysis. Their 
sagittal otoliths were removed using clean methods as in Morales-Nin et al. (2014) and stored in acid-
cleaned, plastic vials until further handling. The right otoliths were individually glued onto glass 
microscopic slides with a thermoplastic resin for age determination; the left otoliths were similarly 
mounted with distal side up and used for Laser Ablation Inductively Coupled Plasma Mass 
Spectrometry (LA-ICPMS) analysis. 

Age estimation 

Otoliths were processed for age and growth determination following the otolith core to post-rostrum 
axis and using standard polishing methods. All readings were conducted on composite images from 
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light microscopy (x1000 magnification for the central part, x100 magnification for the rest) by two 
experienced readers using the Age & Shape 2.1.1 (Infaimon©, 2007) software, and only agreed 
readings were accepted. The Double Band reading criterion described by Cermeño et al. (2008) was 
applied, and one day was attributed to each increment and double band (Cermeño et al., 2003; 
Aldanondo et al., 2008). The spawning date was calculated as the date of hatching (estimated from 
the number of increments and the date of capture) minus 2.5 days, corresponding to the mean 
embryonic period at the water temperature registered in the area (Bernal et al., 2012). It was possible 
to determine the daily growth increments for 56 individuals.  

Otolith chemical analyses 

The aged otoliths were prepared for LA-ICPMS analyses following Morales-Nin et al. (2014). Otolith 
chemical quantifications for Mg24, Ca43, Ca44, Sr88 and Ba138 were determined using a Nd:YAG UP-
213 laser ablation system (NewWave Research) coupled to an ElementXR plasma mass spectrometer 
(Thermo-Finnigan). Two different analytical methods were used. First of all, primordium to posterior 
axis transects (hereafter transects) were performed on a sub-sample (13 otoliths) to inspect fine-scale 
variations in microchemical signal associated with otolith growth. Then, individual spot samples were 
taken in triplicate, and orthogonal to the reading axis (henceforth triplets), from 43 otoliths on the 
core and edge (posterior) areas, as proxies to the natal and sampling period signatures, respectively. 
Three additional spot samples were collected at approximately 300 μm from the primordium 
(posterior direction) to sample an otolith area suspected to correspond with periods when the juvenile 
anchovy is expected to ocuppy areas close to guadalquivir estuary (juveniles approximately two 
months old, [Drake et al., 2002]). Laser spots were 25 μm in diameter centre-to-centre separated by 
45 μm in the transects and by 75 μm in the triplets. Laser conditions were set to a frequency of 10 Hz 
and 60% energy. The typical Certified Reference Materials (CRMs) were used (Yoshinaga et al., 2000; 
Sturgeon et al., 2005), and sampled using the same instrument conditions at the beginning and end 
of each working session and after every 20 LA-spots. LA-ICPMS output data were processed using 
Glitter software (GEMOC, Macquarie University) to obtain element concentrations (μgMe/gotolith) 
based on natural isotope ratios and using Ca43 as an internal standard. The analyzed CRMs were used 
to calibrate element concentrations. The election of one specific CRM was determined following 
Geffen et al. (2013). To reduce bias, the detection of outliers on the CRMs and the election of the 
concrete CRM was conducted through an ad-hoc script from R software (http://www.r-project.org/) 
(last accessed February 5, 2014). 

Only elements were not under the detection limit (DL) for at least 80% of the spots were used, and 
only the standards showing no significant differences between sessions (ANOVA). In the case of Ba138, 
for the few values that were below the DL we used DL as the value. Both for transects and the triplets, 
the elemental ratios (molar ratios) used for comparisons were Sr/Ca, Mg/Ca and Ba/Ca. After the LA-
ICPMS analyses, calibrated digital images from the slides were used to measure the otolith diameter 
(anterio-posterior axis) and the spot distances to the otolith primordium using ImageJ free software 
(Schneider et al., 2012). 

The information provided by the otolith microchemistry is connected to the use of different habitats 
over the ontogeny of anchovy. In the Gulf of Cádiz this includes the critical occupation of the estuary 
of Guadalquivir and its area of influence during the juvenile stage. The data obtained, as shown in the 
table E1 below, manifest a significant increment of Ba in the portion of the otolith corresponding to 
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the juvenile period. This increment of Ba is usually associated to waters of low salinity and high 
productivity characteristics of estuarine environments ant the waters they influence. 

Table E1: Otolith microchemistry data on anchovies in the Gulf of Cádiz 

 

Model implementation   

The model implemented is critically dependent on an assumption whose validity was tested with these 
new data. Thus, the formulation of the model assumed that all the population of anchovy in the Gulf 
of Cádiz occupies the estuary of Guadalquivir and its area of influence during the juvenile period to 
find more productive environments in an ontogenic period when high concentration of food is 
necessary as well as to avoid predation while occupying more turbid waters. This assumption was 
based on previous observations of high abundances of juveniles in the estuary during the summer 
period. However, this assumption needed an independent test to confirm that the conceptual 
assumptions (better environment for feeding and avoiding predation) and the observations (high 
juvenile abundances) affected the majority of the population. 
 
The microchemistry data shows that most of the adult population in the Gulf of Cádiz have a Ba 
distinctive signal in their otoliths in coincidence with their juvenile period. This suggests that most of 
this population is influenced by the Guadalquivir River and its discharges. The consequences for the 
model are significant since summer discharges abruptly decreases during drought years. The lack of 
fertilization during these years brings dramatic consequences for the recruitment of anchovy in the 
region. The michrochemistry were key in the model formulation. Should the microchemistry data 
suggest that a significant portion of the population was not influenced by Guadalquivir waters during 
the juvenile period, a re-formulation of the model would be necessary (with that portion of the 
population not being affected in the model by freshwater discharges). 
 
To include the effect of environmental variables in the model two approaches have been developed. 
In the first one, a Beverton-Holt like stock-recruitment relationship is included in GADGET using the 
following stock-recruitment equation: 

𝑅𝑅 = 𝜇𝜇𝜇𝜇𝑝𝑝𝜌𝜌𝜌𝜌𝛿𝛿𝛿𝛿
𝜆𝜆+𝜇𝜇

+ 𝜀𝜀                                       eq.E.2 

Where μ and λ are the parameters from original Beverton Holt relationship, 𝜌𝜌𝑊𝑊, 𝛿𝛿𝐷𝐷, account for the 
effect of the wind and discharges on survival, respectively, and 𝜀𝜀 is an error term. Particularly 𝛿𝛿 is the 
proportion of individuals affected by the discharges of the River. Otolith microchemistry allows to 
reduce the number of parameters in the previous equation because there is enough evidence to 



   

 
 www.mareframe-fp7.org  40 
  

assume𝛿𝛿=1. A nonlinear regression assuming landings older than 1 year during the first semester as a 
proxy of SSB and landings younger than 1 year during the second semester as recruits, was used to 
estimate the initial values (Parameter File) of the parameters μ, λ and ρ. The equation can be included 
in GADGET using a TimeVariablefile linked to the spawnfile (see GADGET userguide: Begley, 2012). 

For the second approach, it is necessary to calculate the relationship between estimated recruitment 
by GADGET and, W and 𝛿𝛿𝐷𝐷, to include it in the gadget.forward function from Rgadget R package. 
which is again simplified due to otolith microchemistry information provided. 

  



   

 
 www.mareframe-fp7.org  41 
  

F. Mediterranean Waters – Strait of Sicily 
The Strait of Sicily (SoS) case study (CS) focuses on the development of a reliable approach to the 
implementation of the ecosystem approach to fisheries management (EAFM) in a key fishing area  in 
the Mediterranean Sea. The objectives of the CS have been progressively refined through the 
application of a co-creation approach with relevant stakeholders (i.e. fishers and fishers 
representatives, managers of local and national administrations, conservation NGOs, FAO and GFCM 
functionares) and taking into account the objectives of the GFCM international management plan for 
bottom trawl fisheries exploiting hake (HKE: Merluccius merluccius) and the deep water rose shrimp 
(DPS: Parapenaeus longirostris) in GSAs 12-16 (i.e. Strait of Sicily, GFCM, 2016)7. 

The overall goal of the CS has been adapted to provide a tool for the application of EAFM in the SoS 
which can support the achievement of long term sustainability finding a balance between ecological 
and human well-being through good governance. More specifically four main objectives have been 
identified during case study meetings with stakeholders, namely: i) rebuilding overexploited stocks; ii) 
long-term continuity of the fishing activities; iii) same rules for all the actors involved in fisheries 
exploitation; iv) good environment status.  

An operating environment supporting continuity of the fisheries is fundamental and it contains 
economic, social, and resource considerations.  Management strategies will respect Fmsy targets and, 
at the same time, take into account the impact of the applied management measures on other 
ecosystem components and possibly the effect of the ongoing climate change. To this aim, ATLANTIS 
and GADGET have been implemented to investigate the direct and indirect effects of multi-fleet and 
multispecies fisheries on the ecosystem and food web functioning of the Strait of Sicily. Trophic flows 
between components of the ecosystem, in particular HKE, horse mackerel (HOM: Trachurus trachurus) 
and DPS, are investigated to improve the understanding of the dynamics of these stocks under 
different scenarios. The impact of alternative technical measures (e.g. area closure, mesh sizes, gear 
restrictions), on the ecosystem and fisheries is investigated in connection with WP6 also taking in 
consideration the climate forcing effects. 

ATLANTIS (Fulton et al., 2004) is chosen for model data implementation in WP2. It is an ecosystem 
box-model aimed to assess the effects on management measures on commercial stocks and the 
different components of the SOS ecosystem as well as on key ecosystem processes. It is composed by 
a set of sub-models for hydrography, community, fishing and management. The case study area 
corresponds to the North sector of the Strait of Sicily and includes the FAO-GFCM geographical sub-
areas (GSAs) 15 (Malta Island) and 16 (South of Sicily). The ATLANTIS model domain was divided into 
37 polygons vertically divided in up to five water layers. ATLANTIS was made up of functional groups 
(aggregate groups of species with similar size, diet, predators, habitat preferences, migratory patterns 
and life history strategy). The biological community was constructed using time series (1995-2012) of 
density and biomass data observed during the MEDITS survey. A total of 354 species sampled were 

                                                           

7GFCM, 2016.REC.CM-GFCM/40/2016/4 establishing a multiannual management plan for the fisheries 
exploiting European hake and deep-water rose shrimp in the Strait of Sicily (GSA 12 to 16) 
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aggregated into 55 functional groups with some of the most commercially important species. An 
extended description of the ATLANTIS model in this CS can be seen in Deliverable 4.1. 

The main sources of novel information identified for this CSto be implemented in Atlantis are: stable 
isotopes, which can help to define Atlantis functional groups with similar trophic level; fleet data from 
vessel monitoring system (VMS), which is rarely used to feed assessment models although can inform 
the CS model about fishing mortality distribution or effort re-allocation under restricted area 
scenarios; and finally, biogeochemical data which are used as a link between temperature based 
climate change scenarios and the ecosystem impact. The following protocol describes how this data 
and these ideas are implemented in the Atlantis model in the area. 

Protocol F.1. Implementation of isotopes, VMS data and biogeochemical data 
with Atlantis 
Data 

The dataset is made up by 87 measures of Carbon (δ13C) and Nitrogen (δ13N) stable isotopes for 42 
of the most important species in the trawlable are (33 shelf species + 9 slope species) from three 
different Sicilian coastal areas (Gulf of Castellammare, Termini Imerese and Santa Agata (NW Sicily) in 
spring 2005 (Table F1). 

Table F1: Stable isotope data for the SoS case study 

 

VMS were introduced in 2002 by the European Union for the remote control of fishing vessels and 
collected within the Data Collection Framework since 2006. In Strait of Sicily (GSA 16) VMS data are 
available for about 300 vessels operating in the area, providing geo-referenced information for effort 
covering the years 2006–2015 as produced for the calculation of spatial ecosystem indicators included 
in the Italian National plan for fisheries data collection (Russo et al., 2013, 2014).  

Biogeochemical data available for the SoS include the time series for the major macronutrients of the 
system (phosphate, nitrate, silicate), phytoplankton, zooplankton and bacteria biomass, dissolved and 

Data Area SPECIES N. 
samples

Size 
(mm)

SD Weigth 
(g)

SD δ 15Ν SD δ 13C SD δ 13C 
correct for 
lipids

SD Trophic guild ATLANTIS functional group

Spring 2005 Castellammare Alloteuthis media 3 46.7 5.8 4.7 1.53 11.14 0.04 -18.52 0.08 -16.76 0.02 C Feeding on pelagic resources Pelagic cephalopods shelf
Spring 2006 Castellammare Arnoglossus laterna 3 100.0 13.2 8.3 2.52 9.80 0.39 -18.06 0.80 -16.85 0.84 B Epibenthic/suprabenthic feeder Demersal fish shelf crustacean feeders
Spring 2007 Castellammare Callionymus maculatus 3 73.3 15.3 2.7 1.15 9.12 0.23 -18.86 0.32 -17.32 0.30 B Epibenthic/suprabenthic feeder Demersal fish slope
Spring 2008 Castellammare Capros aper 3 68.3 10.4 8.0 4.00 9.33 0.32 -18.95 0.32 -17.80 0.27 B Epibenthic/suprabenthic feeder Demersal fish slope
Spring 2009 Castellammare Cepola rubescens 3 335.0 42.7 22.7 4.93 8.77 0.18 -19.72 0.16 -18.53 0.19  A Plankton feeder Demersal fish shelf crustacean feeders

Spring 2010 Castellammare Dicentrarchus labrax 3 600.0 155.9 3092.7 1812.30 10.74 0.81 -17.79 0.17 -16.59 0.13 Nectobenthic Piscivorous Demersal fish shelf rocky habitats
Spring 2011 Castellammare Diplodus annularis 3 125.0 8.7 34.3 4.51 9.91 2.00 -14.87 2.52 -13.61 2.52 D Benthic feeders Demersal fish shelf rocky habitats
Spring 2012 Castellammare Eledone cirrhosa 3 353.3 238.0 1049.9 1769.11 9.81 0.99 -17.46 2.44 -16.07 3.48 D Benthic feeders Benthic cephalopod slope
Spring 2013 Castellammare Engraulis encrasicolus 3 150.0 10.0 14.0 12.49 7.79 0.24 -19.09 0.07 -17.69 0.17  A Plankton feeder E. encrasicolus (single group)
Spring 2014 Castellammare Epinephelus aeneus 5 851.0 32.9 9384.8 2288.22 12.64 0.27 -17.36 0.50 -15.96 0.47 Benthic Piscivorous Demersal fish shelf rocky habitats
Spring 2015 Castellammare Gadiculus argenteus 3 93.3 2.9 7.0 1.00 9.65 0.15 -18.79 0.10 -17.59 0.06 C Feeding on pelagic resources Demersal fish slope
Spring 2016 Castellammare Gobiidae 3 65.0 8.7 2.0 1.00 10.12 0.20 -18.12 0.64 -16.85 0.64 D Benthic feeders Demersal fish shelf crustacean feeders
Spring 2017 Castellammare Illex coindetii 3 135.0 5.0 105.3 34.78 9.54 0.37 -18.78 0.25 -17.34 0.26 C Feeding on pelagic resources Pelagic cephalopods slope
Spring 2018 Castellammare Lepidotrigla cavillone 3 105.0 5.0 13.3 2.08 9.72 0.33 -17.66 0.20 -16.47 0.32 B Epibenthic/suprabenthic feeder Demersal fish shelf crustacean feeders
Spring 2019 Castellammare Loligo vulgaris 3 101.7 35.1 40.2 56.67 9.80 0.29 -18.19 0.56 -16.89 0.44 C Feeding on pelagic resources Pelagic cephalopods shelf
Spring 2020 Castellammare Lophius budegassa 11 447.3 81.2 1515.4 752.40 11.51 0.67 -18.32 0.67 -17.09 0.63 Demersal piscivorous Demersal fish slope piscivorous
Spring 2021 Castellammare Merluccius merluccius 8 713.8 90.8 3256.1 1437.68 11.64 0.93 -18.29 0.44 -16.86 0.41 Demersal piscivorous M. merluccius (single group)
Spring 2022 Castellammare Mullus barbatus 3 136.7 24.7 31.7 20.21 11.39 0.34 -18.06 0.47 -16.89 0.53 D Benthic feeders M. barbatus (single group)
Spring 2023 Castellammare Octopus vulgaris 3 121.7 17.6 647.0 331.45 10.16 0.51 -17.39 0.45 -16.01 0.49 D Benthic feeders Benthic cephalopod shelf
Spring 2024 Castellammare Pagellus acarne 3 168.3 20.8 65.0 24.98 10.67 0.43 -17.42 0.29 -15.94 0.26 B Epibenthic/suprabenthic feeder Demersal fish shelf crustacean feeders
Spring 2025 Castellammare Pagellus erythrinus 8 318.8 27.0 401.1 101.80 12.29 0.40 -16.69 0.55 -15.57 0.49 Crustacean feeder Demersal fish shelf crustacean feeders
Spring 2026 Castellammare Parapenaeus longirostris 3 19.0 2.6 4.8 1.86 8.84 0.08 -18.17 0.05 -17.02 0.07 B Epibenthic/suprabenthic feeder P. longirostris (single group)
Spring 2027 Castellammare Sardina pilchardus 3 158.3 11.5 33.7 7.77 7.36 0.65 -19.81 0.78 -17.97 0.47  A Plankton feeder S. pilchardus (single group)
Spring 2028 Castellammare Seriola dumerili 8 488.8 38.2 1374.8 109.10 10.07 0.30 -17.71 0.16 -16.48 0.16 Pelagic Piscivorous Demersal fish shelf piscivorous
Spring 2029 Castellammare Serranus cabrilla 8 216.9 8.4 121.5 19.34 10.04 0.53 -18.25 0.55 -16.82 0.52 B Epibenthic/suprabenthic feeder Demersal fish shelf mixed food
Spring 2030 Castellammare Sparus aurata 4 276.3 41.5 335.3 160.37 11.88 0.80 -15.97 1.95 -14.62 1.40 D Benthic feeders Demersal fish shelf rocky habitats
Spring 2031 Castellammare Serranus hepatus 3 85.0 5.0 11.7 3.06 10.23 0.33 -18.29 0.24 -17.09 0.24 B Epibenthic/suprabenthic feeder Demersal fish shelf crustacean feeders
Spring 2032 Castellammare Spicara flexuosa 3 108.3 7.6 14.0 2.00 8.48 0.20 -18.79 0.46 -17.67 0.34  A Plankton feeder Epipelagic fish
Spring 2033 Castellammare Spicara spp 3 58.3 1.7 2.4 0.12 7.95 0.18 -18.64 0.13 -17.27 0.16  A Plankton feeder Epipelagic fish
Spring 2034 Castellammare Torpedo torpedo 7 377.1 74.5 1040.0 480.66 12.13 0.65 -16.34 0.23 -15.02 0.21 Benthic Piscivorous Demersal rays shelf
Spring 2035 Castellammare Trachurus trachurus 3 191.7 25.7 65.0 26.46 10.44 0.49 -18.69 0.23 -17.45 0.35 C Feeding on pelagic resources Other small pelagics
Spring 2036 Castellammare Trisopterus minutus 3 145.0 13.2 31.7 5.69 10.45 0.32 -17.97 0.20 -16.90 0.19 B Epibenthic/suprabenthic feeder Demersal fish shelf crustacean feeders
Spring 2037 Castellammare Uranoscopus scaber 6 238.3 16.6 298.5 58.07 11.04 0.29 -17.52 0.19 -16.31 0.14 Benthic Piscivorous Demersal fish shelf piscivorous

Spring 2038 Castellammare Centrophorus granulosus 6 831.7 13.3 3101.3 535.41 11.70 0.57 -17.37 0.32 -16.03 0.28 Mix fish-cephalopods Demersal sharks slope
Spring 2039 Castellammare Dalatias licha 3 995.0 109.7 5802.3 2325.62 11.38 0.59 -17.82 0.23 -16.17 0.22 Mix fish-cephalopods Demersal sharks slope
Spring 2040 Castellammare Etmopterus spinax 7 356.3 41.8 214.1 73.97 11.02 0.37 -17.50 0.21 -16.07 0.20 Mix fish-cephalopods Demersal sharks slope
Spring 2041 Castellammare Galeus melastomus 8 428.8 77.6 281.8 172.78 10.55 0.58 -17.53 0.34 -16.19 0.33 Mix fish-cephalopods Demersal sharks slope
Spring 2042 Castellammare Heptranchias perlo 3 1495.0 456.5 26996.4 29657.98 11.93 0.61 -17.50 0.32 -16.05 0.26 Mix fish-cephalopods Demersal sharks shelf
Spring 2043 Castellammare Hexanchus griseus 3 1703.3 95.0 42500.0 38890.87 11.13 0.61 -17.48 0.47 -16.14 0.40 Mix fish-cephalopods Demersal sharks slope
Spring 2044 Castellammare Raja radula 3 345.0 18.0 296.5 92.63 10.43 0.53 -16.47 0.03 -14.94 0.04 Mix fish-cephalopods Demersal rays shelf
Spring 2045 Castellammare Scyliorhinus canicula 8 418.1 39.9 245.9 71.34 10.54 0.35 -17.54 0.16 -16.20 0.13 Mix fish-cephalopods Demersal sharks slope
Spring 2046 Castellammare Torpedo marmorata 3 335.8 89.1 877.6 640.62 11.51 0.88 -17.01 0.79 -15.59 0.67 Benthic Piscivorous Demersal rays shelf
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particulate organic matter, dissolved inorganic carbon (DIC) and dissolved oxygen. A request to the 
coordinator of the project VECTOR was done in order to use the climate change simulations recently 
produced by the project for the Mediterranean Sea. The scenarios for the Mediterranean predict by 
mid-century an increase of the average sea surface temperature (+ 0.6°C), as well as of net primary 
production and community production (Fig. F1). These data will be used to force the model during 
future projection scenarios. 

Model implementation 

Isotope data.  

Isotopes information was used to aggregate species with similar trophic preferences in functional 
groups (functionalgroups.csv file in Atlantis). Diet connection matrix in the biol.prm file is structured 
as a predator and prey (for vertebrates, both divided into juvenile and adults) indicating the maximum 
availability of prey to a predator. This was then adjusted using stomach content data collected in the 
Strait of Sicily and refined with the inclusion of different functional groups and by gathering novel 
information from isotope analysis on the trophic linkages between groups.  In addition, ontogenetic 
changes in isotopic composition of target commercial species (e.g. hake, red mullet) were used to 
better separate specimens in size classes to be incorporated into Atlantis food web structure.  

Information on species trophic level from stable isotopes data was combined with stomach contents 
data to better classify species into the ATLANTIS functional groups. These groups pool together species 
with similar trophic behaviour, trophic level, habitat preferences (e.g. coastal rocky bottoms, coastal 
sandy bottoms, etc.) and behaviour (e.g. pelagics demersal) and are represented in the 
functionalgroups.csv file. 

The trophic level is estimated through the equation: 

 
where δ15Njis the isotopic composition in nitrogen of the studied species, δ15NBase is the isotopic 
composition of the baseline, Δ15N is the isotopic fractionation expected for δ15N , finally  λ is the trophic 
level of the baseline. 
 
Stable isotope data have therefore used to refine and complement the dataset on the diet 
composition and trophic levels of the species included in the ATLANTIS diet matrix in biol.prm file. For 
example, some species, such as the fish Uranoscopus scaber and Lophius boudegassa, were assigned 
to the “Demersal fish piscivorous“ trophic guild based on their trophic level estimation from isotope 
data. In this regard, stable isotopes data were used as background information to build the conceptual 
structure of the ATLANTIS model rather than for model calibration purposes. 

Vessel Monitoring System 

Vessel Monitoring System (VMS) data are elaborated as an index of fishing pressure (total number of 
fishing hours carried out over 3kmx3km spatial grid) to derive an accurate information on the spatial 
distribution of the effort in the ATLANTIS model domain and subsequently allocated to boxes using 
the fishing forcing time series that can be adjusted in the harvest.prm and MPA.ts files 
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These data have been used to inform the model about fishing mortality spatial distribution and 
reallocation to adjacent boxes under Fishing Restricted Area scenario. In the SoS area (GSA 16) there 
is no spatial information associated with official catch data that can be used to split the catches 
proportionally in the in the ATLANTIS boxes. Electronic loogbooks are not yet used within the DCF to 
produce catchstatistics, because considered poorly consistent. Catch data collection is based on the 
sampling of vessels landings in the main ports of the area combined with direct samplings on board of 
commercial vessels, following a well-defined stratified sampling design. We used VMS data to spatially 
distribute the reported catch of target commercial stocks and by-catch species in the ATLANTIS boxes. 
This exercise was done assuming the reported catch proportional to the effort displayed. The total 
annual effort (n trawling hours km-2) was split in the ATLANTIS boxes assuming a constant spatial 
catchability so that: 

𝐶𝐶𝑡𝑡 = �
𝐶𝐶𝑡𝑡
𝐸𝐸
𝐶𝐶𝑡𝑡

𝑗𝑗

𝑡𝑡=1

 

where Ctis the total annual observed trawl catch of a given stock or functional group, E is the total 
annual trawl effort (total number of trawled hours from VMS), ei is the VMS effort observed in the 
Atlantis box i.  

Fig. F1 shows VMS data for 2015 the distribution of the observed total effort in the Atlantis model 
domain (boxes). VMS data are incorporated in scenario simulations of spatial closures as described in 
Deliverable 5.3. This scenario is aimed at assessing the effects of the implementation of three Fisheries 
Restricted Areas (FRAs), designed to protect hake and deep-water rose shrimp juveniles (Fig. F1). 
Simulation will include the actual fleet distribution and the re-allocation of the fishing mortality in the 
adjacent Atlantis boxes. The proportion of fishing effort displayed in the three FRAs was 4.3% (7.830 
hours) of the total effort for the area (182.917 hours) in 2015. The change in F in the FRA and adjacent 
boxes was proportional to the percentage effort in the box.  

 

 

 

 

 

 

Figure F1: Map showing the distribution of fishing pressure in the SoS area and in the established FRAs, 
calculated as total number of trawl hours in 2015 (left panel), and in the ATLANTIS boxes (right panel) 

Different possible scenarios for the fleet re-distribution, following area closures, will be simulated 
starting from the current displacement of the vessels based on the analysis of VMS data, in particular 
related to the inclusion of 3 FRAs in the Strait. 

  



   

 
 www.mareframe-fp7.org  45 
  

Oceanographic and biogeochemical forcing data 

Oceanographic and biogeochemical data forcing to the model is provided by the output of the 
POLCOMS-ERSEM model (Allen et al. 2001). In particular, for the first set of climate change scenarios, 
the only change will occur to the temp.nc file, which includes water temperature per time step, per 
box, per layer. The second set of climate change scenarios will also consider the influence of changes 
in river run-off in coastal areas, modifying the pointsource.ts files. 

The SoS case study is going to include such simulations into the ATLANTIS model to forecast the long 
term impact of change in community productivity on key functional groups (i.e. commercial stocks) 
and fisheries. Biogeochemical data can be used to predict how much the ecosystem productivity and 
fisheries catches will be impacted by climate change. Two different approaches were undertaken to 
evaluate the impact of climate change in the SoS ecosystem. 

The first approach will be to set-up some simple climate change scenarios to test the ecosystem 
reaction to a progressive increase in water temperature. Three different scenarios were considered 
corresponding to increments in the average local sea water temperatures (SWT) over the next 50 years 
of 1, 2 and 3°C with respect to the present day values.  

The spatial and temporal variability of the SWT was reproduced by post-processing of the already 
existing set of oceanographic data obtained from scenarios IPCC RA and A2 (IPCC, 2007). In particular, 
we estimated, for each box and levels of the model domain, the differences between the temperature 
values obtained by A2 and RA scenarios on daily basis. This procedure allowed us to estimate a delta 
matrix system (DM hereafter) describing both the temporal and spatial variability of the variation of T 
between the two scenarios. The obtained differences were then averaged obtaining the average 
difference in water temperature between the RA and A2 scenario at basin scale and for the whole 
decade. This value was then compared with the predefined set of new sea water temperature 
differences, 1, 2 and 3°C respectively, obtaining 3 different multiplication factors. Finally, each 
multiplication factor was applied to the matrix system DM in order to obtain a new set of water 
temperature delta values to be added to the RA water temperature dataset. The described procedure 
allowed to obtain 3 different dataset of temperature forcing, one for each new scenario. 

The second approach will simulate future scenarios based on the SRES approach taken by the IPCC 
since 2000, incorporating socio-political drivers as well as projected climate change (IPCC, 2007). Two 
distinct socio-political scenarios, broadly consistent with the IPCC A2 (National Enterprise) and B1 
(Global Community) storylines, formulated as part of the FP7 project VECTORS, will be tested. The 
effect of these changes is an increase of air temperatures at sea-level in the region of 1°C with respect 
to present day for the A2 scenario, and about 0.7°C for B1 leading to an average increase of around 
0.6°C for both scenarios (Fig. F2). Wind speeds will not change significantly in the Mediterranean. For 
the future scenarios, values for nutrient levels will be adjusted in ATLANTIS according to the respective 
future scenario based on the assessments given in the European Lifestyles and Marine Ecosystems 
report (www.elme-eu.org, Langmead et al. 2007), where a large change in nutrients was taken to be 
60%, a standard change 30%. The A2 scenario will therefore include a 60% increase in nutrient output 
by rivers. These changes will be included in the pointsource.tsfile for all affected coastal boxes. 
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Figure F2: Sea surface temperature change (°C) - Top Left: present day mean, Top Right: A2change with respect 
to present day conditions, Bottom Right: B1 change with respect to present day conditions, Bottom Left: p-value 
of significance for difference between A2 and B1 

These scenarios will be compared with the Business As Usual (BAU) scenario to assess the effect of 
climate change to the ecosystem structure and functioning in the short (2020) and medium term 
(2030). In particular indicators relating to descriptors 1, 3 and 4 will be analyzed: Biomass: 

- Catch 
- Fishing mortality 
- Catch to biomass ratio 
- Fishing revenues: using mean price/tonnes 
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G. Black Sea 
Black Sea ecosystem is seriously affected by dynamic changes directly related to fishing, climate 
change and pollution. Fishery is the most affected sector by the changes of the Black Sea ecosystem. 
In the same time, fishing activities contribute themselves to the worsening of the ecological situation 
and for the depletion of the fish stocks. The objective of the Black Sea case study is the restoration of 
turbot fisheries to more productive levels, considering both the effect of fisheries and the ecosystem 
change that has occurred in the last 30 years. 

The ecosystem models employed in this case study are GADGET and Ecopath with Ecosim (EwE), with 
the aim of increasing the knowledge about the Black Sea ecosystem functioning and thereby serve to 
advise on the rebuilding of the turbot stock. These models will allow providing input to the 
development of a management plan. 

The GADGET model developed included 7 different populations or functional groups (turbot, anchovy, 
sprat, gobies, whiting, molluscs, cetaceans), with 3 fleets acting in 3 different areas (Romanian area, 
West Black Sea area and all Black Sea). Both the impact of the interactions between species and the 
impact of fisheries harvesting the species have been included in the model. A detailed description can 
be found in D4.1. 

EwE is designed for construction, parameterization and analysis of mass-balance trophic models. The 
EwE model developed in this CS considers 10 species or pool of species (turbot, anchovy, sprat, 
whiting, gobies, mussel, cetaceans, zoobenthos, zooplankton, and phytoplankton). Trophic 
relationships are modelled with a diet matrix representing the proportion of a prey in the diet of the 
predator. Other data used in the EwE model are: biomass (t/km2), commercial landings (t/km2/year), 
IUU catches (t/km2/year), P/B= Z (total mortality), Q/B (consumption rate). 

Turbot diet novel data obtained from a stomach content analysis has been implemented in a 
multispecies model in the area for the first time. A protocol for this implementation is presented here. 

Protocol G.1.Turbot diet data implementation on EwE model. 
Data 

The turbot individuals analysed were collected in May 2013, during the breeding period (when feeding 
becomes less intensive); depth range = 10 - 70m. A total of 61 turbots were collected in the North and 
South areas of Romania. Fishes were measured and weighed before and after removing their digestive 
tracts and gonads. Gut contents were preserved in formalin for diet composition analyses. The study 
of the food array was performed by analysing the gastro-intestinal content and determining as 
accurately as possible the type of food contained in the stomach, followed by determining the species 
or groups of species. Two methods were used, namely the qualitative and quantitative methods. The 
qualitative analysis consisted in the full identification of the food components found in the fish’s 
stomach. The quantitative method consisted in numerical analysis (frequency of occurrence, 
dominance) and gravimetrical analysis (feeding coefficient, Index o fRelative Importance - IRI). 

The frequencies of occurrence (FO%), as numerical percentages of prey items, were calculated to 
characterize the stomach contents (Hyslop, 1980, Hansson, 1998). The frequency of occurrence 
calculates the percentage of the total number of stomachs in which the specific prey species occurs: 

FO% = FOi/ FOtx 100 
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where FOi is the number of stomachs in which the species” I” occurs, and FOt is the total number of 
full stomachs. 

 The dominance was calculated as the proportion of stomachs dominated by a certain prey 
type and expressed as a percentage of the total number of stomachs. 

 The feeding coefficient results from multiplying the weight of the stomach content by 10,000 
and dividing the result to the full body weight of the fish (Porumb, 1961). 

TheIndex ofRelative Importance (IRI) is an integration of measurements of number, volume 
and frequency of occurrence to assist in evaluating the relationship of the various food items found in 
the stomach.It is calculated by summing the numerical and volumetric percentage values 
andmultiplying with frequency of occurrence percentage value (Pinkas et al., 1971, Ahlbeck et al., 
2012): 

IRIi=(%Ni + %Vi)*%FOi 

 
where, Ni, Vi and FOi represent percentages of number, volume and frequency of occurrence of prey 
i, respectively. To estimate the importance of diet comparisons among species, IRI was standardized 
to% IRI (Cortés, 1997). 
 

 

Figure G1: Turbot’s Diet 

Turbot is supposed to feed mainly on gobies, horse mackerel, crustaceans and molluscs (Bănaru et al., 
2009). However, the analysis performed shows that gobies was the main prey (Fig. G1). These 
modifications in diet can reflect changes in the availability of prey which influenced fish diet 
composition and were probably related to the loss of biodiversity in the Black Sea benthic 
communities, which became dominated by some opportunistic species (Bănaru et al., 2009). The 
favourite prey for turbot at age 1 and age 2 is zooplankton, for turbot at age 3 it is zoobenthos, for 
turbot at age 4 to 7 it is gobies, for turbot at age 8 and age 9 it is sprat, whiting and gobies (Table G.1). 
So, generally, the favourite prey are gobies. 
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Table G.1: Diet for turbot by age groups 
 Anchovy Sprot Whiting Gobies Mussels Zoobenthos Zooplankton 

Turbot – 
Age1 

0 0 0 0 0 0 1 

Turbot – 
Age2 

0 0 0 0 0 0.25 0.75 

Turbot – 
Age3 

0 0 0 0 0 0.6 0.4 

Turbot – 
Age4 

0.05 0.2 0.16 0.35 0.05 0.19 0 

Turbot – 
Age5 

0 0.15 0.39 0.29 0.05 0.12 0 

Turbot – 
Age6 

0 0.1 0.37 0.45 0.05 0.03 0 

Turbot – 
Age7 

0.1 0.3 0.2 0.35 0.05 0 0 

Turbot – 
Age8 

0.1 0.3 0.3 0.3 0 0 0 

Turbot – 
Age9 

0 0.35 0.3 0.35 0 0 0 

Total 0.25 1.4 1.72 2.09 0.2 1.19 2.15 

 
 Model implementation 

Stomach content data are used to define the turbot food web structure in the EwE model in the Black 
Sea. Ecopath parameterizes models based on two process, one to describe the production and one to 
describe the energy balance of each group. Ecopath bases the parameterization on an assumption of 
mass balance over a year creating a static mass-balanced picture of the resources in an ecosystem and 
their trophic interactions. Once Ecopath has been built, it can be used directly for dynamic modelling 
using Ecosim. 

Ecopath parameterization. 

Modelled species (or pools) are further split into ontogenetic groups as follow: 9 turbot age groups, 5 
anchovy age groups, 5 sprat age groups, 6 whiting age groups, 4 gobies age groups, mussel, cetaceans, 
zoobenthos, zooplankton, and phytoplankton. Trophic relationships are modelled with a diet matrix, 
i.e. the proportion of a prey in the diet of the predator (Fig G2). 
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Figure G2: Screenshot of diet composition (DC) matrix from Ecopath showing the predator -prey interactions for 
Black Sea model 

According to the mass balance requirement of Ecopath, total biomass removals from each group 
(including its total consumption by all of its predators) cannot exceed the group’s production: 

𝑃𝑃𝑡𝑡 = 𝑌𝑌𝑡𝑡 + 𝐸𝐸 + 𝐵𝐵𝐵𝐵 + �𝑄𝑄𝑡𝑡𝑗𝑗∗
𝑙𝑙

𝑗𝑗=1

+ 𝑃𝑃𝑡𝑡 ∙ (1 − 𝐸𝐸𝐸𝐸𝑡𝑡) 

where P i is produced biomass, and Yi is the yield (catch in biomass), Ei is net emigration (emigration – 
immigration, in units of biomass) and BAi is biomass accumulation of group i. EEi ϵ [0,1] is group i’s 
ecotrophic efficiency and 1-EEi is the fraction of its production assumed to be dying from causes other 
than predation (“other mortality”), which constitutes a biomass flow to the detritus. 

Ecopath uses the diet matrix (DCij) values together with the biomass (Bj) and consumption per biomass 

�𝑄𝑄
𝐵𝐵
�
𝑗𝑗
 values of predator j, to calculate consumption (Qij), the absolute amount of prey i consumed by 

predator j with the following equation:  

𝑄𝑄𝑡𝑡𝑗𝑗 = 𝐵𝐵𝑗𝑗 ∙ �
𝑄𝑄
𝐵𝐵
�
𝑗𝑗
∙ 𝐷𝐷𝐶𝐶𝑡𝑡𝑗𝑗  

Ecopath master equation can be parameterized as: Q/B = P/B + UN/Q + R/B, where B is biomass; Q is 
consumption, P is production, UN is non-assimilated food and R is respiration. The condition for mass-
balanced model: Q/B > P/B. The consumption / biomass ratio (Q/B) is defined by the parameters 
presented in Fig. G.3. 
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Figure G3: Factors affecting food consumption to estimate Q/B ratio 

Consumption is the intake of food by a group over the time period considered. It is entered in Ecopach 
as the ratio of consumption over biomass (Q/B). Absolute consumption has units t/km² /year, while 
the corresponding Q/B would be /year. Consumption over biomass is entered in Ecopath on the Basic 
Input form. There are various approaches for obtaining estimates of the consumption/ biomass ratio 
(Q/B). In order to calculate the Q/B figure for turbot, the following empirical formula was used: 

Ln(Q/B) = -0.1775 – 0.2018 * ln(W∞) + 0.6121 * ln(T) + 0.5156 * ln(Ar) 

where W∞ is the von Bertalanfy weight infinity; T is the temperature; and Ar is the aspect ratio. 

For Ecopath, we need only one Q/B value for every species, so we calculated only for the leading group 
(turbot at age 9, anchovy at age 5, sprat at age 5, whiting at age 9, gobies at age 4): 

Table G2: Data input for Q/B calculation 
 W∞ T Ar Q/B 

Turbot_9 6500 11.75 1.771 0.863 

Anchovy_5 8.35 11.75 1.188 2.694 

Sprat_5 10.04 11.75 1.581 3.008 

Whiting_9 41 11.75 1.91 2.496 

Gobies_4 52 11.75 0.892 1.606 

 

The turbot diet data implemented in the balanced model allows to estimate the following indicators: 

First, the Ecotrophic Efficiency (EE), that represents the fraction of the production that is either passed 
up the food web or exported was analysed. The values should be between 0 and 1(inclusively). A value 
of 0 indicates that any other group does not consume the group in the system. In our model, for 
cetaceans, turbot at age 8 and turbot at age 9, we have 0 values; for turbot at age 4, turbot at age 5 
and phytoplankton, we have values close to 1. 
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For each group, the flow to the detritus consists of what is egested (the non-assimilated food) and 
those elements of the group, which die of old age, diseases, etc., (i.e., of sources of ‘other mortality, 
expressed by 1 - EE). The flow to the detritus should be positive for all groups. 

The net food conversion efficiency is calculated as the production divided by the assimilated part of 
the food: 

Net efficiency = P/B / (Q/B· (1 - GS))  

where P/B is the production / biomass ratio, Q/B is the consumption / biomass ratio, and GS is the 
proportion of the food that is not assimilated. 

The omnivore index (OI) is calculated as the variance of the trophic level of a consumer's prey groups: 

𝑂𝑂𝐼𝐼𝑡𝑡 = �(𝑇𝑇𝐿𝐿𝐽𝐽 − (𝑇𝑇𝐿𝐿𝑡𝑡 − 1))2 ∗ 𝐷𝐷𝐶𝐶𝑡𝑡𝑗𝑗

𝑙𝑙

𝑗𝑗=1

 

where, TLj is the trophic level of prey j, TLi is the trophic level of the predator i, and, DCij is the 
proportion prey j constitutes to the diet of predator i. When the OI is almost 0 (e.g.: turbot at age2, 
gobies at age 2), the consumer in question is specialized, i.e., it feeds on a single trophic level. A large 
value indicates that the consumer feeds on many trophic levels (e.g.: cetaceans). 

Trophic levels, as initially conceived (Lindeman, 1942) characterized the position of organisms within 
the food webs: 1 for primary producers and detritus, 2 for first-order consumers, 3 for their predators, 
etc. This conceptual approach leads, among other things, representation of ecosystem as trophic 
pyramids (Elton, 1927), where the biomass of each of the various components of ecosystems had to 
be shoehorned into one of a few integer trophic levels. This approach has been (rightly) questioned, 
because most consumers feed on different prey, each with its own trophic level. The result, as noted 
by Odum and Heald (1975) is that these consumers have fractional trophic levels, which can be 
calculated from: 

𝜏𝜏𝑗𝑗 = 1 + � (𝐷𝐷𝑡𝑡𝑗𝑗 ∗ 𝜏𝜏𝑗𝑗
𝑗𝑗

) 

where Dij is the proportion of the prey j in the diet of consumer i, and τ j is the mean trophic level of 
its prey. 

Respiration includes all non-usable ‘model currency’ that leaves the box representing a group. 

The respiration of any living group (i) can be expressed as, 

Respi = (1 - GSi) * Qi – (1 – TMi) * Pi 

where Respi is respiration of group i, GSi is the fraction of its consumption that is not assimilated, Qi 
is the consumption of i, and TMi is the proportion of the production that can be attributed to primary 
production.  

Assimilation = the part of the food intake that is assimilated is computed for each consumer group 
from: 

𝐵𝐵𝑡𝑡 ∗ �
𝑄𝑄
𝐵𝐵𝑡𝑡
� ∗ (1 − 𝐺𝐺𝑡𝑡𝑡𝑡) 

where Bi is the biomass of group i; Q/Bi is the consumption / biomass ratio of group i; and GSi is the 
part of the consumption that is not assimilated. 
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The (dimensionless) ratio o respiration to assimilation cannot exceed 1, because respiration cannot 
exceed assimilation. For top predators, whose production is relatively low, the 
respiration/assimilation ratio can be expected to be close to 1, while it will tend to be lower, but still 
positive, for organisms at lower trophic levels. 

The (dimensionless) ratio production/respiration express the fate of the assimilated food. 
Computationally, this ratio can take any positive value, though thermodynamic constraints limit the 
realized range of this ratio to values lower than 1. 

The respiration / biomass(R/B) ratio can be seen as an expression of the activity of the group. The 
higher the activity-level is for a given group, the higher the ratio. The R/B ratio is strongly impacted by 
the assumed fraction of the food that is not assimilated. If the ratio is too high, this may be due to GS 
being too low. 

Mortality coefficients. Under the assumption that Zi , the mortality of group i, is constant for the 
organisms included in i, it turns out that, for a large number of growth functions (including the von 
Bertalanffy Growth Function, or VBGF): 

Zi = (production/biomass)i = P/Bi 

or instantaneous mortality equals total production over mean biomass. 

The mortality coefficient can be split into its components: 

Zi = P/Bi = fishing mortality + predation mortality + BA + net migration + other mortality 

The predation mortality of a group (i) is the sum of the consumption of (i) by the other groups, divided 
by the biomass of group (i). Predation mortality is calculated in the program, i.e., it is not an input 
parameter. The coloured diagonal highlights ‘cannibalism’ (Fig.G4) which should be kept at a low level. 
As you can see in Fig.G4, we don‘t have cannibalism. 

 
Figure G4: Screenshot of diet Predation mortality rates 
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Ecosim.Using vulnerabilities to select the time series model. 

Once Ecopath model has been parametrized, a biomass dynamic model can be built with Ecosim based 
on the Ecopath results. For a time dynamic simulation with Ecosim, we used time series data from 
2007 to 2013; and the total duration of simulation extended until 2020 is 14 years(2007 - 2020).The 
Time series data grid used were: biomass, catches, IUU (Illegal, Unreported and Unregulated fishing- 
only for turbot), fishing effortfor different fleets (GNS, OTM, FPN, FPO, LLS, LHP, SB, TBB). The time 
series fitting used fishing effort data as driving factors for the Ecosim model runs. 

The consumption estimated in the Ecopath model, Qij is used to calculate other parameters of the 

dynamic Ecosim model such as vulnerability exchange rate 𝑣𝑣𝑡𝑡𝑗𝑗 =  𝑘𝑘𝑡𝑡𝑗𝑗 ∙  
𝑄𝑄𝑖𝑖𝑖𝑖
∗

𝐵𝐵𝑖𝑖
∗ , where kij is the user-

defined vulnerability multiplier kij ϵ [1, ∞]. These are used to calculate vulnerable prey biomass at 
time t (Vit) as:  

𝑉𝑉𝑡𝑡𝑡𝑡 =  
𝑣𝑣𝑡𝑡𝑗𝑗 ∙  𝐵𝐵𝑡𝑡𝑡𝑡 ∙ 𝑇𝑇𝑡𝑡

2𝑣𝑣𝑡𝑡 +  𝑎𝑎𝑡𝑡𝑗𝑗𝑡𝑡 ∙ 𝐵𝐵𝑗𝑗𝑡𝑡
 

, which is used to calculate time variable Qijt in Ecosim as  

𝑄𝑄𝑡𝑡𝑗𝑗𝑡𝑡 =  𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖∙𝐵𝐵𝑖𝑖𝑖𝑖∙𝑉𝑉𝑖𝑖𝑖𝑖. 

After time series data have been loaded and applied (Time seriesTime series grid), a statistical 
measure of goodness of fit to these data is generated each time Ecosim is run. This goodness of fit 
measure is a weighted sum of squared deviations (SS) of log biomasses from log predicted biomasses, 
scaled in the case of relative abundance data by the maximum likelihood estimate of the relative 
abundance scaling factor q in the equation y = q*B(y = relative abundance, B = absolute abundance). 

One key feature of Ecosim is its ability to allow exploring the implications on system dynamics of 
different views of how the biomass of different groups in ecosystem is controlled. The two extreme 
views are ‘predator’ control’ (also called top-down control) and ‘prey (or bottom-up) control’. We 
model this using  ‘vulnerabilities,’  which  represent the factor that a large increase in predator biomass 
will cause in predation mortality for a given prey. Low vulnerability (close to 1) means that an increase 
in predator biomass will not cause any noticeable increase in the predation mortality the predator 
may cause on the given prey. A high vulnerability, e.g., of 100, indicates that if the predator biomass 
is for instance doubled, it will cause close to a doubling in the predation mortality it causes for a given 
prey. The vulnerability parameters are among the most important parameters that users change to 
improve the agreement of the model's predictions with historical data. 

We determined the sensitivity of SS to the critical Ecosim vulnerability parameters, by changing the 
vulnerability multiplier kij slightly (e.g. 1%) then rerunning the model to see how much SS is changed 
(i.e., how sensitive the time series predictions ‘supported’ by data are to the vulnerabilities). This is 
doing by following steps: Tools  Fit to time series Sensitivity of SS to V  by Predator  Search. 
Then we go to 'Iteration' tab and click on Search button. After 12 iterations, SS was 858.4521 for our 
model. When all tests are completed or the testing is stopped by clicking the red box above the 
vulnerability grid, relative sensitivities are shown on a colour code scale on the vulnerability grid. A 
grid cell shown in red (for prey type in row i, predator type in column j of the grid) is one for which SS 
was most sensitive (among those tested) to changing that vulnerability, while a grid cell shown in blue 
is one for which SS was not sensitive to changing that vulnerability.   
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Scenarios for future projections 

We developed three scenarios to estimate the impact of measures regulating the IUU fishing in order 
to obtain data needed for a Bayesian Belief Network. Dataset used from West Black Sea, i.e. from 
Romania, Bulgaria, Ukraine. 

To develop scenarios, we considered three levels of measures for IUU: 

- Business As Usual = 100 % IUU  

- Soft Measures = 50% IUU 

- Hard Measures = NO IUU 

And three kind of Harvest Control Rule: Fishing Mortality(F), Total Allowable Catch(TAC), Maximum 
Sustainable Yield(MSY). The desire output: SSB, catches, landing. 

For variable F: Run Ecosimecosim group plots  check turbot at age 2,3,4,5,6,7, where F exist 
save data to csv  average of F/year 

For variable TAC: we consider TAC = an imposed catch. Next, we make a new CSV file with TAC 
instead of catches  load CSV  Run EcosimEcosim group plots 

For MSY: MSY = 0.37 * M * Bmed 
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H. Chatham Rise – New Zealand 
The Chatham Rise is a broad ridge lying to the east of central New Zealand and extending for c. 1400 
km. Subtropical convergence gives the region high biodiversity, and makes it the most productive in 
New Zealand waters. The ecosystem supports substantial commercial fisheries production, and also a 
high diversity of seabird, cetacean, and large pelagic fish species, many of which are protected under 
New Zealand law but threatened by human activities. The main aims of the Chatham Rise case study 
are to develop approaches by which stakeholders and managers can balance the trade-offs between 
potentially conflicting views about future management of the region, and tools to understand the 
implications of different environmental or management scenarios. 

Two different ecosystem models are being developed in this case of study. These models are an 
Ecopath-like balanced foodweb model and Atlantis. A balanced model of the food web of the Chatham 
Rise was developed by bringing together information on all biota in the ecosystem. Key information 
includes main species, their biomass, energetics (feeding and growth rates; assimilation efficiencies) 
and diets. The model has 37 groups: seabirds, toothed whales & dolphins, baleen whales, seals; 9 
demersal fish groups; 4 mesopelagic groups; 10 groups of benthic invertebrates; 3 groups of small 
zooplankton; phytoplankton, bacteria and detritus. An extended description of this model can be 
found in the D4.1. The Atlantis model provides a spatially explicit biophysical model of the Chatham 
Rise region to depths of 1300 m, bounded to the west by the 400 m depth contour within the Mernoo 
Gap. Both models are applied to the same area (Fig. H1), but the balanced foodweb model has no 
spatial structure. The spatial and depth structure of the Atlantis model (Fig. H1) have been developed 
on the basis of a wide range of studies investigating fish community composition in the region (Bull et 
al. 2001, Livingston et al. 2002, Leathwick et al. 2006, Tuck et al. 2009). Water movement within the 
model region is driven by a revised Regional Ocean Modelling System model for the area (developed 
from Hadfield et al. 2007). The model uses 53 functional groups to model the biological processes, 
with 15 vertebrates and one invertebrate group representing single species, and other groups 
representing two or more species. The main component species of the groups are presented in Table 
H1. Primary producers and most invertebrate groups are modelled as biomass pools (mg N-3). Within 
the Chatham Rise implementation, arrow squid and the general cephalopods are modelled as 
vertebrates, but with two age classes (juveniles and adults). The vertebrate groups are divided into 
age classes (10 age classes, with varying number of years per class, depending on the longevity of the 
primary species in the group), with each age class tracked by abundance (numbers) and weight-at-age 
(mg N). Weights are separated into structural and reserve nitrogen, with structural nitrogen (Ns) 
representing bones and other hard parts and reserve nitrogen (Nr) representing flesh, fat, 
reproductive components, and other soft tissue. The division of vertebrate groups into age classes 
allows for ontogenetic variations in the parameterisation. Zooplankton are divided into four species 
groups, based largely on distinct species, size and diet. Further details are provided in D4.6. 
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Figure H1: Bioregionalisation and depth structure implemented within the Chatham Rise Atlantis model 

Within the MareFrame project, a range of new diet data, including isotopes, have been collected and 
analysed to improve our understanding of food web dynamics in the region, and calibrate the 
ecosystem models being developed. Diet data analysed included published papers and the recent 
collected data on diet from stomach contents. The analysis of diet from stomach contents have been 
now completed for previously unstudied groups such as rattails and mesopelagic species which are 
being used for first time in the ecosystem models in the area. Isotopes together with diet data for 
rattails and mesopelagic fish are being used in the calibration of both the balanced foodweb and 
Atlantis models. One protocol for this novel data implementation is presented here. 

Protocol H.1. Implementation of isotopes diet data in the balanced foodweb 
model and Atlantis 
Data 

The protocol describes the implementation of 3 novel data types: rattail and mesopelagic fish diet, 
mesopelagic species composition and biomass, and trophic level estimates from stable isotopes. 

The diet of 8 key rattail species was determined based on 5 years of feeding data from 4500 rattails 
stomachs. The niche separation (the way different species use resources (e.g., habitat and prey) 
differentially to help them coexist) between species, and the diet in key deepwater rattail (grenadier) 
species living between 1000 and 1300 m which are a common bycatch of the orange roughy and oreo 
fisheries have been analysed, with data being collated for incorporation into food webs within the 
ecosystem models to determine the role rattails have in the ecosystem. The new diet data are 
summarised in Table H2. 
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Table H2. New stomach contents composition for key rattail species. %F, frequency percent of occurrence; %IRI, percentage Index of Relative Importance  

 
Coelorinchusasper
cephalus 

Coelorinchusb
ollonsi 

Coelorinchusoliv
erianus 

Lepidorhynchusden
ticulatus 

Idiolophorhynchusan
driashevi. 

Coryphaenoidesm
cmillani 

Coryphaenoides
murrayi 

Coryphaenoidesst
riaturus 

  %F %IRI %F %IRI %F %IRI %F %IRI %F %IRI %F %IRI %F %IRI %F %IRI 
Polychaeta 28.9 3.9 78.6 72.9 12.9 0.3 3.8 0.1   8.3 0.2 7.7 0.1 25 7.4 
Copepoda 10 0.2 8.5 0.2 99.4 90.1 57.4 37.1 100 100 100 88.4 84.6 78.3 91.7 39 
Isopoda 15.4 1.7 10.5 0.4 3.7 0.2 1.2 0.1     3.8 0 37.5 4.4 
Chaetognath
a       1.5 0.1   12.5 0.2   8.3 0.4 
Euphausiace
a 6 1.3 2 0.1 1.8 0.1 9.4 0.7   12.5 0.3     
Natantdecap
oda 37.8 7.1 10.5 0.3 24.5 5.2 36.8 38     3.8 0.6 8.3 0.4 
Astacidea 1.5 0.1 0.7 0.1             
Anomura 64.2 57.2 7.5 0.5 0.6 0.1 2.4 0.1     7.7 0.7   
Brachyura 18.9 5.1 29.2 10.4 4.3 0.1           
Corophiidea 4.5  0.1             4.2 0 
Gammaridea 61.2 17.4 48.5 13.3 41.1 2.3 33.5 2.8   20.8 1.5 42.3 6 91.7 41.9 
Hyperiidea 2 0.1 2 0.1 20.3 0.6 32.9 7   12.5 0.2   4.2 0 
Other 
Arthropoda 12.4 0.4 8.8 0.3 27 1 9.1 0.3   12.5 7.5 26.9 9  5.6 
Osteichthyes 8 0.5 2 0.1 4.9 0.2 25.9 11.5   8.3 1.9 7.7 5 8.3 0.1 
Cephalopoda   0.7 0.1 2.5 0.1 29.1 2.4     3.8 0   
Other 
Mollusca 5.5 0.1 5.8 0.1 0.6 0.1 2.9 0.1       4.2 0 
Salpida 2.5 0.1 3.1 0.1 2.5 0.1     4.2 0 3.8 0.4   
Foraminfera     0.6 0.1         12.5 0.2 
Echinoderma
ta 31.3 4.6 24.8 1.5             
Cnidaria   0.7 0.1             
Porifera   0.3 0.1             
Priapulida   0.3 0.1             
Ascidiacea   0.7 0.1             
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A range of studies are underway to examine the role that mesopelagic species play in the trophic 
linkage between the benthos and epibenthos and higher trophic levels. Mesopelagic diet studies have 
focussed on 20 main species, with analysis complete for 15 of these, but more samples required for 
the others. An approach to estimate the abundance of mesopelagic species with hydroacoustics has 
been developed (Oeffner et al. unpublished). Acoustic backscatter has been partitioned into its 
individual species contingents using multi-frequency acoustics, mark morphology, and environmental 
data, with a decision tree correctly identifying 89.9% of species from a training set. The approach has 
been applied to acoustic data from random trawl surveys to provide information on the spatial 
distribution and biomass of mesopelagic species (Fig. H2). 

 

Figure H2: Spatial distribution (blue circles) of acoustic backscatter from 38 kHz data per species/classification 
category, as classified with the decision tree model (Error! Reference source not found.), of the application 
dataset (trawl files from the 2013 survey) on the Chatham Rise. Blue crosses show location of all trawls. First 
seven panels represent decision tree model outputs for Maurolicus australis (MMU), Symbolophorus boops 
(SYM), Lampanyctode shectoris (LHE), Diaphus danae (DIA), Gymnoscopelus piabilis (GYP), Electronacarls bergi 
(ELC) and krill (EUP). The last panel represents the species-mix classification category MMU-SYM-LHE – data 
that the decision tree model did not categorize into single species. Legend in top right corner shows maximum 
circle size which is proportional to maximum area acoustic backscatter coefficient (SA in m2 m-2). Note that the 
size of each circle varies between each panel. Grey lines show bathymetry contours of 200 m, 500 m, 1000 m 
and 2000 m; locations of Mernoo Bank (MB), Veryan Bank (VB) and Chatham Islands (CI) are highlighted. 
Source: Oeffner et al. (unpublished) 
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Stable isotope analysis has been completed for the 30 most abundant species in surveys. 
Measurements of stable isotopes of nitrogen δ15N in fish muscle from the Chatham Rise ranges from 
10.4 to 15.4 allowing to estimate the trophic level of each specie ranging from 3.09 (Spiny dogfish) to 
4.66 (ling or bigeye rattail). This trophic level information can help to validate the ecosystem model 
helping to understand how well the model estimates the feeding patterns. 

Model implementation 

In quantifying the trophic structure of the ecosystem, the fundamental information includes the 
species present, abundances in terms of weight, the energetics of species (i.e., production, 
consumption, growth efficiency, respiration), and trophic interconnections between species through 
information on diets of predators. For rattails and the mesopelagic groups, new data includes their 
abundances in terms of biomass and trophic interconnections. The stomach content data of rattails 
and mesopelagic species informs both models (balanced foodweb and Atlantis) about food web 
structure, particularly about the role of these group species in the ecosystem. The biomass (and spatial 
distribution, for the Atlantis model) of the mesopelagic species will also help inform the trophic 
linkages through the system. Once the models are balanced the estimated trophic levels can be 
validated with the isotopes information providing an observed trophic level. 

Implementation in Ecopath-like balanced food web model 

Data format for model implementation 

Diet data is provided to the model in the form of a Diet matrix, showing the percentages of each prey 
by weight (species or group) in the diet of each predator. Biomass within the model is presented in 
units of organic carbon density (gC m-2). New biomass estimates for mesopelagic species provided from 
the acoustic data are used to inform the initial model estimates of average annual biomass. 

Operative process description 

The trophic model developed here quantifies the transfer of organic material through a food web based 
on the widely used mass-balance identities of the Ecopath trophic model (Christensen and Pauly 2002, 
Christensen and Walters 2004). Production is defined according to Equation H.1. For non-detrital 
groups, production represents the intrinsic rate of growth of all individuals in the population. For 
detrital groups, production is the total net flow of organic matter into the group, including fecal 
material (unassimilated consumption) from consumers, dead organisms, non-consumed predation 
(“messy eating”), planktonic exudates, and transfers between groups. These latter transfers include, 
for example, the sinking of detrital/ungrazed material to the benthos. Carbon flow through each trophic 
group per year is balanced according to Equation H.2 (for detrital and non-detrital groups) under the 
assumption that all parts of the ecosystem will be in balance in an average year. These balance 
equations provide a number of equality constraints to the system. Another set of equality constraints 
are provided by the fact that diet fractions of each predator sum to unity. The new diet data for rattails 
and mesopelagic species is used directly within equation H.2, defining the percentages of each prey in 
the diet of each predator. 
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=      Non-detrital groups [Eq H.1a] 
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In these equations for trophic group i: 

Bi  annual average biomass (gC m-2) 
Pi annual production (gC m-2 y-1). Autotrophic production rate is net of respiration but assumed to include 

production of phytoplankton exudants and other detrital material. 
Qi  annual consumption (gC m-2 y-1). Note that autotrophs and detritus have Qi=0. 
(P/B) i  production/biomass ratio (y-1) 
(Q/P) i reciprocal of the growth efficiency (dimensionless) 
Dij  average fraction of prey i in the diet of predator j by weight (dimensionless) 
Xi  fraction of production exported over year due to advection and migration (dimensionless) 
Ai  fraction of production accumulated over a year (dimensionless) 
Fi  fishing removals (gC m-2 y-1).  
Tij1-E detrital transfer: fraction of production transferred from group i to detrital group j as non-living material, 

i.e. excluding direct predation but including phytoplankton exudants, parts of organisms (e.g. due to 
“messy eating”), whole dead organisms and carcasses (dimensionless) 

Tijg growth transfer: fraction of production transferred from group i to group j due to growth, i.e. as an 
organism gets older and/or larger it changes from one group to another (dimensionless) 

Tijs seasonal transfer: fraction of production transferred from group i to group j by non-trophic, seasonal 
processes, e.g. due to vertical flux of material (dimensionless) 

Uij fraction of food that has been consumed by component i but which is not assimilated, instead being 
passed to detrital group j, (dimensionless) 

n total number of groups in the model 
Ri  loss of organic carbon from the system due to respiration (gC m-2 y-1). Respiration can be calculated as 

Ri=Qi·(1-Ui)-Pi 
 
Note that Equations H.1 and H.2 differ from the standard Ecopath equations (Christensen & Walters 
2004; Christensen &Pauly 2002). Details for these differences were described in Deliverable 4.1. 

Model validation  

Stable isotope analysis has been completed for the 30 most abundant species in surveys to estimate 
trophic levels, and uncertainty around these estimates. This data will be used to validate the trophic 
level values estimated within the balanced food web model. We calculated trophic levels (Lindeman 
1942, Christensen and Pauly 2002) in the balanced model using matrix inversion based on two rules. 
First, primary producers, detritus and bacteria were defined as having a trophic level of 1. Second, a 
consumer’s trophic level was defined as the sum of the trophic levels of their prey items, weighted by 
diet fraction, plus one. Previous model implementations appear to overestimate trophic level of 
predatory fish compared to values cited in the literature (see Deliverable 4.1.), although the 
appropriateness of some of the literature values is unclear. As a means of validation of the model, and 
testing the sensitivity of the model to specific data sets (i.e., the new rattail and mesopelagic diet data) 
the trophic levels estimated within the model will be compared directly with those estimated from 
stable isotope analysis. For the species for which stable isotope trophic level estimates are available, 
the ability of the food web model to estimate trophic level within appropriate bounds of uncertainty 
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of the stable isotope estimate, or the magnitude and direction in any bias in the estimate, will be taken 
as a measure of model performance.  

Implementation in Atlantis model 

Data format for model implementation  

Diet data is used within Atlantis to initially help inform the pPREY matrix (the proportion of biomass of 
a prey species available to a predator), confirming which species should or shouldn’t be available, and 
then used (along with the trophic level data) in the model validation, to confirm that the predator diet 
realised within the model is realistic. In a similar way, the biomass estimates for mesopelagic species 
provided from the acoustic data are used to initially inform starting values for spatial distribution and 
biomass, and then validate model runs. 

Operative process description 

Consumers in Atlantis are modelled as biomass pools, age-structured biomass pools or age-structured 
groups. The age-structured groups are typically used for vertebrates, while non-vertebrates are largely 
modelled as biomass pools. A detailed description of how predation is modelled within Atlantis is 
provided by Audzijonyte et al. (2016). Predatory interactions are modelled in a similar way for both 
biomass pools and age-structured groups (although age-structured groups have additional options). 
Feeding interactions are modelled through biomass, which in age-structured groups are then 
converted to numbers to track individual mortality. In Atlantis predatory interactions are determined 
by: 

1) Physical overlap – prey and predator must be in the same cell at the same time (determined by 
vertical and horizontal distribution parameters), and if prey is in the sediment the predator must be 
able to reach it.  

2) Diet connection matrix (pPREY matrix or detailed ontogenetic diet preferences) that indicate 
maximum availability of prey to a predator. The actual realised consumption will depend on refuge 
factors, but if the value in the pPREY matrix is set to 0, no predation will occur. 

3) Gape limitation for age-structured prey – prey that is too small or too big for the predator (either 
age-structured or biomass pool) will not be consumed. 

4) Habitat refuge. 

5) Environmental factors (temperature, salinity, pH) that can modify predator’s feeding rates, prey’s 
availability and nutritional content. 

Using the standard Holling type II predator response relationship, grazing term (Gr), the amount of 
biomass of a specific prey (prey) consumed by a consumer CX is calculated as: 

𝐺𝐺𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝐵𝐵.𝐶𝐶.𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝∗

1+𝐶𝐶.𝐻𝐻𝐻𝐻.∑ 𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖𝑖𝑖
       [Eq H.3] 

where 

𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝∗ = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝐶𝐶𝐶𝐶.𝛿𝛿𝑝𝑝𝑜𝑜𝑝𝑝𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝. 𝛿𝛿ℎ𝑝𝑝𝑎𝑎𝑡𝑡𝑡𝑡𝑝𝑝𝑡𝑡.𝛿𝛿𝑝𝑝𝑡𝑡𝑧𝑧𝑝𝑝 .𝐵𝐵𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝    [Eq H.4] 
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is the available biomass of prey in an area, taking into account refuge (𝛿𝛿) options. 

B is the feeding biomass of predator CXin a cell (mgN m-3).  
Bpreyis the biomass of prey in that cell (mgN m-3). 
pprey,CX is the maximum availability of the prey to the predator CX defined in the pPREY matrix 
C is the clearance rate of predator CX 
HT is handling time 
 
In biomass or age-structured biomass pool consumers (CP) the only variable tracked is N. Flux through 
a consumer biomass pool is determined by growth (GCP), natural mortality (MCP), predation for i 
predators (GrCP,i), fishing mortality (FCP), and optional encystment in (Ecin) and out (Ecout) of the system. 

𝑝𝑝(𝐶𝐶𝑃𝑃)
𝑝𝑝𝑡𝑡

= 𝐺𝐺𝐶𝐶𝑃𝑃 −𝑀𝑀𝐶𝐶𝑃𝑃 − ∑ 𝐺𝐺𝐶𝐶𝐶𝐶𝑃𝑃,𝑡𝑡𝑡𝑡=𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 − 𝐹𝐹𝐶𝐶𝑃𝑃 − 𝐸𝐸𝑆𝑆𝑝𝑝𝑜𝑜𝑡𝑡 + 𝐸𝐸𝑆𝑆𝑡𝑡𝑙𝑙  [Eq H.5] 

In age-structured consumers (CX) the nitrogen pool is partitioned into the reserve (RN) and structural 
nitrogen (SN) of an average individual of each age, and the numbers of individuals per age group are 
tracked.  

𝑝𝑝(𝑁𝑁𝑡𝑡𝐶𝐶𝐶𝐶)
𝑝𝑝𝑡𝑡

= 𝑁𝑁𝑆𝑆𝐶𝐶𝐶𝐶−1,𝑝𝑝𝑙𝑙𝑝𝑝𝑜𝑜𝑝𝑝 − 𝑁𝑁𝑆𝑆𝐶𝐶𝐶𝐶,𝑝𝑝𝑙𝑙𝑝𝑝𝑜𝑜𝑝𝑝 − 𝑀𝑀𝐶𝐶𝐶𝐶 − ∑ 𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝
𝑡𝑡 − 𝐹𝐹𝐶𝐶𝐶𝐶 − 𝑇𝑇𝐶𝐶𝐶𝐶𝑝𝑝𝑜𝑜𝑡𝑡 + 𝑇𝑇𝐶𝐶𝐶𝐶𝑡𝑡𝑙𝑙 

   [Eq H.6] 

NmCX-1,ageupis recruitment or ageing into the age group 
NmCX,ageupis the ageing up into the next age 
TCXout and TCXin are migration out of and into the model domain 
 
Model validation 
It is important that our simulation model is validated before it is used to inform management decisions. 
Having run the model to replicate real world conditions (having extracted known fishery removals), 
model realised biomass trajectories and predator diets can be extracted from model outputs for 
comparison with real world observations. The mesopelagic biomass (and additional species 
breakdown) provides a valuable validation dataset beyond the traditional trawl survey abundance 
index data, and is likely to be very useful, given the important trophic role linking the benthic and 
pelagic systems these species have. Also, the trophic level data from the stable isotope study forms a 
valuable validation opportunity, which will be used in a similar way to Olsen et al. (2016). From the 
model realised feeding patterns, the trophic level of each component of the modelled food web can 
be estimated using the approach described above for the balanced food web model (primary 
producers, detritus and bacteria defined as having a trophic level of 1, a consumer’s trophic level 
defined as the sum of the trophic levels of their prey items, weighted by diet fraction, plus one), and 
compared with externally estimated values. 
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